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EXECUTIVE SUMMARY

The groundwater flow and radionuclidetransport at the Amchitkalsland underground nuclear
tests are modeled using two-dimensional numerical simulations. A multi-parameter uncertainty
analysisis adapted and used to address the effects of the uncertainties associated with the definition
of the modeled processes and the values of the parameters governing these processes. The nuclear
tests performed at Milrow, Long Shot and Cannikin are the focus of thisinvestigation. These tests
were detonated on October 2, 1969, October 29, 1965, and November 6, 1971, respectively. The
announced yield of these test are approximately one megaton for Milrow, 80 kilotonsfor Long Shot
and less than five megatons for Cannikin.

The flow model is conceptualized to address the problem of density-driven flow where the
saltwater intrusion problem is encountered. The multi-parameter uncertainty analysis addressesthe
effects of the uncertainty associated with four of the parameters governing these processes on the
resulting solution. These parameters are the hydraulic conductivity, recharge, fracture porosity and
macrodispersivity. The heat-driven flow and three-dimensional flow features are addressed in aless
rigorous manner viaasensitivity analysis. Thisincludes the geothermal heat, the shot-induced heat
effects, the chimney geometry, the effects of nearby faults and the effect of the island half-width.
All the simulations presented in this report, as well asthe sensitivity analyses, are performed using
the FEFLOW model of the WASY Institute for Water Resources Planning and Systems Research
Ltd.

The conceptual transport model simulates many processes in addition to the
advection-dispersion process. The rel ease mechanism and glass dissol ution, sorption effects, matrix
diffusion and radioactive decay are among the processes modeled. The parametric uncertainty
analysis also extends to three of the transport parameters governing the glass dissolution process,
the matrix diffusion process and local scale dispersion. The solution of the transport problem is
performed using a numerical particle-tracking algorithm and a semi-analytical solution is used for
the matrix diffusion studies.

Hydraulic conductivity datacollected from six boreholes are analyzed to yield a best estimate
for the homogeneous conductivity value and the range of uncertainty associated with this estimate.
Temperature logs measured in several of the boreholes on the island are used to estimate
groundwater recharge. Measurements of total porosity were made on numerous core samples
obtained from four boreholes. There are no measurements for fracture porosity, and therefore,
values for this parameter are selected based on reported values from the literature.

Batch sorption experiments were performed using cores collected from the Cannikin
emplacement well. Sorption on both basalt and brecciawasinvestigated for strontium, cesium, and
lead dissolved in water of basically seawater composition. The high ionic strength of the solution
and rock properties resulted in no significant sorption for any ion except lead. The resulting
distribution coefficient for lead was used to obtain asurface-based sorption constant for retardation
of strongly sorbing radionuclidesin fractures. Effective diffusion coefficients were also determined



for the cores and used to determine the matrix diffusion parameter controlling mass transfer from
high-velocity fracture flowpaths into the surrounding matrix. This parameter is aso dependent on
the fracture half-aperture, estimated as 5 x 104 m from literature val ues.

A detailed preliminary uncertainty analysisis performed for Milrow to evaluate the impact of
uncertainties of individual parameters on transport results. The numerical model is individually
calibrated for each test site using site-specific chloride concentration and head data. After
calibration, the Milrow configuration is used to perform a parametric uncertainty analysis, where
wevary one parameter at atime and evaluatethe effects of thischange on theresults of thetransport
solutions. Thisanalysisresulted in reducing thelist of uncertain parametersto only three significant
parameters (recharge, conductivity and porosity) and fixing the rest of the parameters at their best
estimate.

Thefinal modeling stage performed for al three shots utilized multiplerealizationsof theflow
field generated by considering random combinations of recharge, conductivity and porosity drawn
at random from their respective distributions. All transport parameters were fixed at their best
estimate. The ensemble of transport solutions is then analyzed in terms of the mass arrival to the
seafl oor, thefirst arrival time and the location and time where peak fluxes and concentrations occur.
An additional sensitivity caseis also presented for addressing the effect of changing the strength of
the matrix diffusion process.

Transport results indicated that the radionuclide movement at Long Shot is much faster than
at Milrow and Cannikin. That is due to the location of the cavity being very shallow as compared
to the other two tests. The arrival time of the peaks of mass flux and concentration for tritiumisin
the order of 20 to 30 years for Long Shot and 100 to 125 years for Milrow and Cannikin. Thisled
to higher mass fluxes and concentrations breaking through at L ong Shot than at Cannikin or Milrow
with the difference depending on the radionuclide’s half-life.

In addition to the three uncertain parameters considered (recharge, conductivity and fracture
porosity), theresultsareal so very sensitiveto the parametersaffecting thediffusion of radionuclides
into therock matrix. This sensitivity isgreater for radionuclides with short half-lives. Uncertainties
primarily in determining the fracture aperture lead to great uncertainty in the matrix diffusion
strength. In addition, the semi-analytical solution employed for addressing the matrix diffusion
process is based on many simplifying assumptions that are not necessarily satisfied in the field.

A variety of sengtivity studies are presented. With the exception of evaluating matrix
diffusion, the alternate scenarios are performed on several realizations sel ected to be representative
of the gamut of flow behavior. Asaresult, the sensitivity results are not directly comparable to the
Monte Carlo results, but do alow identification of the general magnitude of impact that process
uncertainty contributes. A variety of numerical solution issues, matrix diffusion, colloid transport,
uncertainty in island half-width, sea level changes, and geothermal processes are evaluated using
the two-dimensional models. The impact of the two-dimensional simplification, flow in the rubble
chimney, Cannikin Lake nuclear heat and flow in fault zones are al evaluated with
three-dimensional models.



The presence of the nuclear chimney, with its high vertical conductivity, isfound to dominate
many of the other conceptualizations (the chimneys are included in the base-case Monte-Carlo
calculations). Numerical solution issues, sea level changes, geothermal processes, the
two-dimensional simplification, Cannikin Lake, and fault zones all have relatively limited impact
ontransport resultsfor therealizationsanalyzed, or result in significantly less transport than the base
case. Matrix diffusion, colloid transport, island half-width, and nuclear heat are potentially more
significant. The results of the risk assessment will determine whether the uncertainties identified
here are of potential significance or can be tolerated within an acceptable margin of safety.
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1. INTRODUCTION

Since 1963, all United States nuclear tests have been conducted underground. A consequence
of this testing has been the deposition of large amounts of radioactive material in the subsurface,
sometimes in direct contact with groundwater. The majority of thistesting occurred on the Nevada
Test Site(NTS), but alimited number of experimentswereconductedin other locations. Oneof these
locations, Amchitka Island, Alaskais the subject of this report.

Three underground nuclear tests were conducted on Amchitka Island. Long Shot was an
80-kiloton-yield test conducted at a depth of 700 meters (m) on October 29, 1965 (DOE, 2000).
Milrow had an announced yield of about 1,000 kilotons, and was detonated at a depth of 1,220 m
on October 2, 1969. Cannikin had an announced yield less than 5,000 kilotons, and was conducted
at adepth of 1,790 m on November 6, 1971.

Evaluation of groundwater contamination caused by nuclear testing on Amchitka is being
conducted by the U.S. Department of Energy (DOE), in consultation with the State of Alaska
Department of Environmental Conservation and the Aleutian/Pribilof Islands Association, Inc.

1.1 Purpose and Organization

The purpose of this work is to provide a portion of the information needed to conduct a
human-health risk assessment of the potential hazard posed by the three underground nuclear tests
on Amchitka Island. Specifically, the focus of this work is the subsurface transport portion,
including the release of radionuclides from the underground cavities and their movement through
the groundwater system to the point where they seep out of the ocean floor and into the marine
environment. This requires a conceptual model of groundwater flow on the island using geologic,
hydrologic, and chemical information, anumerical model for groundwater flow, aconceptual model
of contaminant releaseand transport propertiesfrom the nuclear test cavities, and anumerical model
for contaminant transport.

Needed for the risk assessment are estimates of the quantity of radionuclides (in terms of mass
flux) from the underground tests on Amchitkathat could discharge to the ocean, thetime of possible
discharge, andthelocationintermsof distancefrom shoreline. The radionuclide data presented here
are al reported in terms of normalized masses to avoid presenting classified information. Asonly
linear processes are modeled, the results can be readily scaled by the true classified masses for use
in the risk assessment. The modeling timeframe for the risk assessment was set at 1,000 years,
though some cal culations are extended to 2,000 years.

Thisfirst section of thereport endeavorsto orient the reader with theenvironment of Amchitka
and the specifics of the underground nuclear tests. Of prime importance are the geologic and
hydrologic conditions of the subsurface. A conceptual model for groundwater flow beneath the
island is then devel oped and paired with an appropriate numerical modeling approach in section 2.
The parameters needed for the model, supporting datafor them, and datauncertainties are discussed
at length. The calibration of thethree flow models (onefor each test) isthen presented. At this point
the conceptual radionuclide transport model is introduced and its numerical approach described in
section 3. Again, thetransport parameters and their supporting dataand uncertainties are the focus.



With all of the processes and parametersin place, the first major modeling phase can be discussed
insection4. Inthisphase, aparametric uncertainty analysisis performed to determinethe sensitivity
of the transport modeling results to the uncertainties present in the parameters. This analysisis
motivated by the recognition of substantial uncertainty in the subsurface conditions on the island
and the need to incorporate that uncertainty into the modeling. The conclusion of the first phase
determinesthe parameters to hold as uncertain through the main flow and transport modeling. This
second, main phase of modeling is presented in section 5, with the contaminant breakthrough
behavior of eachtest site addressed. Thisisfollowed by asensitivity analysisin section 6, regarding
the importance of additional processes that could not be supported in the main modeling effort due
to lack of data. Finally, theresults for the individual sites are compared, the sensitivities discussed,
and final conclusions presented in section 7.

1.2 Previous Wor k

Amchitka Island was chosen as a Supplemental Test Site (STS) for underground testing of
nuclear explosives, a designation which was preceded by thorough characterization of the island
geology. Investigations in direct support of Milrow and Cannikin added site-specific data to the
island-wide picture. Much of the work supporting these activities is listed in a bibliography of
reports by U.S. Geologica Survey (USGS) personnel on the geology and hydrology of Amchitka
Island (Ohl, 1973). Long Shot actually preceded the STS selection and some of its important
referencesarenot in USGSreports. Important referencesfor theisland asawhol e, and theindividual
tests, arelisted below (Table 1.1). Detailed reports describing geol ogic and hydrol ogic data are not
included here, but are referenced in appropriate later sections.

Table1.1.  Selected referencesfor island-wide investigations and individual tests.

Investigation Scope

Selected Island-wide Investigations

Ohl, 1973 Bibliography of USGS reports on Amchitka

U.S. AEC, 1967 Site-sel ection report describing geology and hydrology
Carr et al., 1969 Geologic reconnaissance of the island

Carr and Quinlivan, 1969 Updated geologic information

von Hueneet al., 1971 Geophysical study of Amchitka

Bath et al., 1971 Gravity survey of Amchitka

Anderson, 1971 Tectonic setting of Amchitka

Carretal., 1971 Summary paper of stratigraphy, structure, etc.

Gateset al., 1954 Aleutian geology with reference to Amchitka

Beetem et al., 1971 Chemical analyses of water samples

Gad, Jr., 1972 Chemical analyses of rock samples

Lee 19694 b, c, d Physical rock properties

Bath et al., 1972 Aeromagnetic survey of Amchitka

Merritt and Fuller, 1977 Summary papers on climate, geology, hydrology and biota
Wheatcraft, 1995 Seawater intrusion model of theisland




Table1.2.  Selected referencesfor island-wide investigations and individual tests (continued).
Investigation Scope
Selected Long Shot Investigations

Nork et al., 1965 Groundwater safety analysis

Gard and Hale, 1964 Geology and hydrology

U.S. Army Corps of Engineers and Geology and hydrology, with hydrologic and core datain

U.S. Geological Survey, 1965 extensive appendices

Selected Milrow Investigations

U.S. Geologica Survey, 1970 Geologic and hydrologic effects of Milrow

Essington et al., 1970 Radionuclide transport analysis

Selected Cannikin Investigations

Leeand Gard, Jr., 1971 Summary of subsurface geology

Gonzalez and Wollitz, 1972 Hydrologic effects of the test

Fenske, 19723, b Hydrologic transport of radionuclides

Gonzalez, 1977 Hydraulic effects of the test

Claassen, 1978 Near-cavity processes associated with the test

Merritt, 1973 Summary of physical and biologic effects of the test

U.S. Geological Survey, 1972 Geologic and hydrologic effects of the test

Selected Monitoring Investigations

U.S. DOE, 1982 Description of long-term hydrologic monitoring program

Castagnola, 1969 Study of tritium anomalies at Long Shot

Essington et al., 1971 Radionuclide and water-level monitoring data for Long Shot
and Milrow

1.3 General Description of Amchitka Island

Amchitka is the southernmost island of the Rat Island Group of the Aleutian Island chain
extending southwestward from mainland Alaska (Figure 1.1). It is located between longitudes
178°37 Eand 179°29' E, and between latitudes51°21' N and 51°39’ N. Amchitkaisalmost half-way
from North Americato Asia, and is 2,160 km west-southwest of Anchorage. Amchitkais part of
the Aleutian Islands National Wildlife Refuge. It is bounded on the northeast by the Bering Seaand
on the southwest by the Pacific Ocean.

Theisland isabout 65 km long and varies between 2 and 7 km wide (Merritt, 1977). Elevation
varies from sea level at the few beaches to 354 m above mean sea level (AMSL). Most of the
shoreline is rugged and characterized by cliffs up to 30 m high. Topographically, theisland can be
divided into three areas (Figure 1.2). The eastern half is alowland plateau characterized by gently
rolling topography below 100 m elevation and many shallow ponds. L ow, but abundant, vegetation
covers the landscape in this area. The central mountain segment west of Chitka Point is where the
maximum elevation of 354 misreached. Thisregion hasfewer |akes, moreintegrated drainage, and
gparse vegetation. The westernmost end of the idand is ahigh plateau a an elevation of about 240 m,
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windswept and barren. All of the underground tests, and the majority of detailed investigations,
occurred in the Lowland Plateau region.

Amchitka has a maritime climate, being foggy and windswept much of the time. Partial to
complete cloud cover occurs 98 percent of the time (Gonzalez, 1977). Aleutian weather results
amost entirely from large-scale pressure systems moving along the North Pacific storm track.
Climate data are available from the Desert Research Institute's (DRI) Western Regional Climate
Center in Reno, Nevada, but reflect only a few years of record in 1949-1950, 1979-1980, and
1988-1993. The moderating influence of the surrounding ocean is evident in the relatively small
range in average temperatures: the highest monthly average maximum temperature is 10.8°C and
occurs in August, while the lowest monthly average minimum is -2.2°C and occurs in February.
Average annua precipitation is 94 cm, with lowest amounts in the spring months and greatest
precipitation in the late summer (Figure 1.3). Summer isalso atime of extensive fog devel opment,
with summer fog often persisting for daysat atime (Armstrong, 1977). Average snowfall totals 129
CcM per year.
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Figure 1.3. Averagetotal monthly precipitation at Amchitkalsland (from DRI’s Western Regional
Climate Center).

1.4 Description of the Underground Nuclear Test Sites

The three tests are described below, and throughout this report, in geographic order from the
southeast to the northwest. Milrow isfirst, followed by Long Shot and Cannikin.

1.4.1 Milrow

TheMilrow test wasa“ calibration shot,” designed to produce a databasefor extrapol ation and
prediction of theimpact of larger nuclear tests, specifically, asto whether it would be safe to conduct
the Cannikin test (Merritt, 1973). The site location is also known as “site B” in much of the earlier
literature regarding Amchitka site selection (Figure 1.4). Milrow was fired on October 2, 1969, at
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Figure 1.4. Location map showing the exploratory locations for the Supplemental Test Site program (letters B through F) and boreholes
discussed in the text.



adepth of 1,218 m below land surface, with an announced yield of about one megaton (U.S. DOE,
1994).

Milrow wasthe only test detonated on the Pacific Oceanside of theisland, at UTM coordinates
N 5,698,251.49 m, E 651,750.61 m, zone 60 (USGS, 1970). Theisland half-width istaken as 2,062
m on the transect from the groundwater divide through Milrow to the coast. Milrow itself is 765 m
from the divide (Figure 1.5). The collar elevation of the emplacement hole was 39.8 m. Using the
rough, generic relationships between yield and cavity size, and yield and depth of burial, and
cancelling out yield (Glasstone and Dolan, 1977) leads to an estimated cavity radius of 106 m. The
collapse of material into the cavity void led to asurface collapsefeature (Figure 1.6), and given the
uncertainty regarding the degree of fracturing between the rubble-filled chimney (generally only
four to six times the cavity radius; Glasstone and Dolan, 1977), the spall zone, and the surface
collapse, the entire length from the cavity to land surface is considered disrupted in the model.

2,062 m

765 m

Groundwater Milrow
divide UA-2 Coast

! | |
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|

|

|
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Figure1.5 Schematic cross section of the Milrow test and relevant features, scale approximate.

1.4.2 Long Shot

The Long Shot test was part of the U.S. Department of Defense Vela Uniform program
investigating the seismic detection of nuclear tests; specifically, determining location accuracy and
seismic wave travel times near island arcs and oceanic trenches. Long Shot was conducted on
October 29, 1965, and had an announced yield of 80 kt (U.S. DOE, 2000).
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The ground zero location was at approximate UTM coordinatesN 5,700,585 m, E 651,652 m,
zone 60. This is located on the Bering Sea-side of the island, approximately 599 m from the
groundwater divide (Figure 1.7). Theisland half-width istaken as 2,224 m on the transect from the
divide through Long Shot and to the coast. The land elevationis 42 m. The depth of the devicewas
701 m below land surface. The cavity radiusis variously estimated as 63 m (Nork et al., 1965) and
65 m (McKeown et al., 1967). For consistency with the cavity estimates of the other tests, avalue
of 61 misused here, from acalculation based on the depth of burial (Glasstone and Dolan, 1977).
Though the chimney height islikely on the order of 300 m (five times the cavity radius, Glasstone
and Dolan, 1977), the entire zone above the cavity to land surface is considered disrupted in the
model.

Thereis no surface collapse at the Long Shot site. Spalling (fracturing caused by the pressure
waveencounteringthefree-air surface) waspredicted to occur between depthsof 30and 150 m (U.S.
Atomic Energy Commission (AEC), 1967). Tritium and krypton werefound in surface water ponds
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Figure 1.7. Schematic cross section of the Long Shot test and pertinent features, scale approximate.

and mud pits following the test, which led to investigationsin several wells. The layout of the site
isshown in Figure 1.8. Maximum concentrations occurred in samples collected at depths between
61 and 91 m, and decreased with distance from ground zero. The source was believed to be gases
that migrated to the top of the Long Shot chimney in early time. As the chimney filled with water,
itispostul ated that the gaseswere pushed upward through stemming material, out into the spall zone,
and then dissolved in groundwater (Castagnola, 1969). This spreading upward of the gaseous
radionuclide source has not been included in the model. The effect would be to spread the mass
through agreater volume, reducing the point mass flux and resultant concentrations. In addition, as
there is a strong component of downward vertical flow, the path length for any particles placed
higher in the chimney could be longer than that obtained by starting them in the cavity.

1.4.3 Cannikin

The Cannikin test was designed to proof-test the Spartan warhead for use in an anti-ballistic
missile system (Merritt, 1973). It was detonated on November 6, 1971, and had an announcedyield
of less than five megatons (U.S. DOE, 1994).

The emplacement well for Cannikin was UA-1 and is located at UTM coordinates N
5,704,185.92 m, E 646,321.59 m, zone 60. The general location isaso known as Site“C” in many
of the STS characterization reports. Cannikin islocated on the Bering Sea side of Amchitkalsland.
The idand haf-width, from groundwater divide, through Cannikin, and to the Bering Sea, is
estimated as 2,328 m, with UC-1 located 811 m from the divide (Figure 1.9). The land elevation at
the emplacement hole was 63.3 m, but there is land subsidence as aresult of the test. The depth of
the device was 1,791.9 m below land surface. The cavity radius used here is based on a generic
relationship with depth of burial (Glasstone and Dolan, 1977), and is estimated as 157 m. Claassen
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(1978) estimated adlightly smaller cavity radius of 133 m, using a different approach. As with the
other tests, the entire zone abovethe cavity to land surfaceis considered disrupted inthe model. The
collapseinto the cavity void resulted in avery irregular subsidence of theland surface. The greatest
subsidence, of about 12 m below pre-test elevation, occurs 400 m southeast of ground zero. Around
it, the subsidence and associated faulting have left an enclosed basin that captured the White Alice
Creek drainage and created a new lake, Cannikin Lake (Figure 1.10).

1.5 Geology of Amchitka Island

Amchitka Idland is an exposure of the predominantly submarine Aleutian Ridge (Anderson,
1971). The Aleutian arc is comprised of the Aleutian Trench, extending from Kamchatkafor 3,200 km
east to the Gulf of Alaska, and atopographically high region adjacent to the north of the trench, the
western two-thirds of which are known asthe Aleutian Ridge. The Ridge is an almost completely
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Figure 1.9. Schematic cross section of the Cannikin test and relevant features, scale approximate.

submerged mountain range that rises as much as 19,000 m above the ocean floor. The Aleutian arc,
along with the Kuril and Kamchatkaarcs, isthe expression of the convergent plate boundary where
the Pacific plate runs into the the Eurasian plate. The Aleutian Trench marks the subduction zone
where the Pacific plate buckles downward, and the ridge is the crumpled and uplifted overriding
continental plate. A prominent feature of the Ridge is the alignment of stratovolcanoes and
composite cones, many of which remain active and define a narrow zone of active volcanism.
Another characteristic of subduction zonesis aconcentration of great earthquakes, and the Aleutian
arcisoneof theworld s most active earthquake belts. According to data collected prior to selection
of Amchitkafor higher-yield underground tests, at least 10 earthquakes of magnitude greater than
4.1 occurred within 100 km of Amchitkabetween March 1964 and March 1965 (U.S. AEC, 1967).
Two of these were 7.5 in magnitude. Tsunamis commonly result from the earthquake activity, and
in 1958, wave height reached 15 m.

1.5.1 Lithology/Depositional History of Amchitkalsland

Amchitkalsland primarily consists of Tertiary-age submarine and subaerially deposited clastic
rocksof volcanic material, withlesser amounts of intrusive rocks. Four major stratigraphic unitsare
recognized (Carr and Quinlivan, 1969), from oldest to youngest: 1) older breccias and hornfels, 2)
pillow lavas and breccias of Kirilof Point, 3) Banjo Point Formation, and 4) the Chitka Point
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Formation. The older breccias and Kirilof Point units are sometimes reported as informal units of
the AmchitkaFormation (Leeand Gard, 1971). Thelithology of theisland isdominated by breccias
and basalts. The following details are primarily from Carr and Quinlivan (1969).

The older breccias and hornfels of the Amchitka Formation, which are interbedded with
sedimentary rocks, represent an early episode of submarine volcanic deposition. They are only
exposed on the eastern end of the island (Figure 1.11). Lithologicaly, it consists of fine- to
coarse-grained sedimentary breccias with 10 to 20 interest interbedded sandstone, siltstone, and
claystone containing volcanic debris. Some alteration is present in the form of quartz, calcite and
epidote. The working point for the Cannikin test was located in this unit, in an altered, locally
autobrecciated pillow basalt, consisting of about half plagioclase feldspar, 25 percent chlorite, and
15 percent clinopyroxene, with minor calcite (Lee and Gard, 1971).

The pillow lavas and breccias of Kirilof Point are also only exposed on the eastern part of
Amchitkaand are also interpreted as being primarily of submarine deposition. Exposures reveal a
partly glassy, generally monolithic breccia, with fragments generally lessthan afew centimetersin
size. There are at least two pillow lavaflows, and minor bedded sedimentary rocks. Rapid chilling
is evident through vitric and devitrified glassy matrices, and glassy rinds around pillow structures,
and vesiculated glass or pumiceisaso present. Where not glassy, the Kirilof brecciasareyellowish
to greenish due to alteration to palagonite, chlorite, nontronite, or green chalcedony. The Milrow
working point was located in the pillow lavas and breccias of Kirilof Point (USGS, 1970).
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The Banjo Point Formation contains basaltic rocks of submarine deposition. It isathick series
of volcanic breccias, lapilli tuffs, and conglomerates with minor intercalated beds of volcanic
sandstone, siltstone, shale, and tuff (U.S. Army Corps of Engineersand USGS, 1965). Thevolcanic
breccias comprise the majority of the formation, and are poorly sorted, unstratified, and irregular
inthickness. They are composed of angular basaltic or andesitic rock fragments set in afine-grained
matrix commonly containing fragments of pyroxene crystals. Some rocks contain considerable
nontronite and montmorillonite. Marine shell fragments can be found, as well as thin beds of
sediment, indicating deposition through submarine landslides and mudflows. Fragments of
carbonized organic material, including logs, indicate anearby landmass. The working point for the
Long Shot test was |ocated in the Banjo Point Formation (Nork et al., 1965), in altered pyroclastic
rocks of basaltic composition (Gard and Hale, 1964).

The ChitkaPoint Formation coversamost theentire northwestern half of Amchitkalsland and
consists almost entirely of subaerially deposited hornblende andesite volcanic rocks (Carr and
Quinlivan, 1969). The lower part of the formation consists of varicolored heterogeneous breccia
consisting of fragments of hornblende andesite in atuffaceous matrix, conglomerate with andesite
cobbles, afew hornblende andesitelavaflows (somewith large green pyroxene crystals), and minor
sedimentary layers. Much of the Chitka Point Formation has been altered by hydrothermal activity.
Weakly altered zonesconsist of chloritic mineralsand pyrite, whiletherock inmoreintensely atered
zones is converted to masses of silica, clay zones, iron oxides, pyrite, and chlorite minerals.

A variety of intrusive igneous rocks is present on Amchitka, exposed as dikes and sills, and
more voluminous complexes of diorites and andesites. They are exposed on the east and west parts
of theisland, and strong propylitic alteration and silicification of rocks in the mountainous part of
the island suggest the proximity of a large intrusive mass (Carr et al., 1969). Dikes range from
olivine-bearing basalts to hornblende and pyroxene andesite to quartz diorite. Quaternary deposits
are unconsolidated sands and gravels in fault depressions, beach deposits, and stabilized dunes.
Much of the land surface on the southeastern half of theisland is covered by a mantle of maritime
tundra and peat.

In the part of the island where the nuclear tests were conducted, the stratigraphic section is
generally dipping southeastward (Carr and Quinlivan, 1969). Drilling and mapping associated with
Long Shot indicated that the Banjo Point Formation strikes N55°E and dips from 10° to 15° to the
southeast (Gard and Hale, 1964).

1.5.2 Lithology Specific to the Testing Areas

Six areas were evaluated on Amchitkafor the STS program, denoted by the letters A through
F (Figure 1.4). Sites B and C became Milrow and Cannikin, respectively, and Long Shot islocated
between them. The preference for sites B and C was largely based on the predictability of the
subsurface geology at those sites, due to extrapolations from Long Shot borehole data (U.S. AEC,
1967). In other words, the threetests were sited so that they would encounter similar geologic units.
They are discussed below in order from southeast to northwest.

Subsurface data from the Milrow site come primarily from the exploratory borehole UAe-2
(Figure 1.12). This well was located at UTM coordinates of N 5,698,166.48 m, E 651,716.53 m,
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zone 60, with a ground elevation of 39.47 m. The hole was drilled to 1,981.2 m. The borehole
penetrated the Banjo Point Formation from land surface to adepth of 1,091 m, the pillow lavas and
breccias of Kirilof Point from 1,091 to 1,600 m, and bottomed in the Older Breccias (encountered
from 1,600 to thetotal depth of 1,981 m (Figure 1.13, notethefigure expresses elevation not depth).
The actual working point in borehole UA-2 (the device emplacement hole) wasin the pillow lavas
and breccias of Kirilof Point. Most of the rock penetrated by UAe-2 is volcanic breccia, andesite,
and basalt. Fenske (1972) estimated the geologic section at UAe-2 to be comprised of 60 percent
brecciaand 32 percent basalt. Lithologic information is detailed by Snyder (1968a), while physical
properties of core samples (e.g., porosity and bulk density) are given by Lee (1969a).

Boreholes drilled during Long Shot investigations were contained within the Banjo Point
Formation. Vol canic brecciawas the primary lithology encountered, with some tuff, sandstone and
siltstone containing vol canicrock fragments(Figure 1.12). Two andesitesillswereal so encountered
near the bottom of the boreholes. Boreholes EH-3, -5, and -6 have surface locations within 180

17



m of each other and are angled so asto intersect at depths of about 610 m. Despitethisproximity,
correlations can only be madein very general terms until the holes are within 30 m or less of each
other. No satisfactory correlationswere made with borehole EH-1, |ocated at adistance of about 300
m from the other holes. Detailed lithol ogic dataand physical property datafor Long Shot boreholes
can be found in U.S. Army Corps of Engineers and USGS (1965).

The stratigraphic section at Cannikin was investigated in the UAe-1 exploratory borehole
(Figure 1.12). This well is at UTM coordinates N 5,704,210 m, E 646,350 m, with a ground
elevation of 62.79 m. From land surface to 425 m, the borehol e penetrates the breccias, siltstones,
and sandstones of the Banjo Point Formation (Lee and Morris, 1968). Glassy breccias and pillow
lavas of Kirilof Point were encountered from 425 to 1,533 m below land surface. Propylitized
breccias, basdtic siltstone and sandstones, andesites and basalts, all of the Older Breccias
Formation, occur from 1,533 m to the 2,134 m total depth of the hole (Figure 1.13, expressed in
elevation). The test chamber in the Cannikin emplacement hole, UC-1, was completed from 1,783
to 1,799 m in a zeolitic basalt.

1.5.3 General Structure of Amchitkalsland

There are contradictory interpretations of theregional stress field around Amchitka. Based on
the general structural setting of the Aleutian arc, aswell as data from Long Shot, McKeown et al.
(1967) indicatethat theregion around Amchitkal slandiscurrently under compression. Thearcitself
represents the collision of continental and oceanic plates. While acknowledging the crustal
foreshortening occurring across the Aleutian arc, Anderson (1971) interprets the geology of
Amchitkaand regional tectonic features, inferred largely from geophysical data, as providing little
evidence for compression. Instead, he suggests that the principal deformation resulted from
tensional stress brought on by a rising and spreading core of intrusive igneous rock overlain by a
relatively brittle envelope.

There are strongly developed joint and fault systems on the island, indicated by prominent
linear topographic features. Near the Long Shot site, the dominant trend of the lineationsis N55°E
to N60°E, corresponding to the strike of bedding in the area (U.S. Army Corps of Engineers and
USGS, 1965). Later work (Carr et al., 1969) concluded that faults are not as abundant as lineaments
suggest in the central part of the island, but that the lineaments tend to reflect joints and lithologic
contacts, accentuated by erosion.

Approximately adozen major fault zoneswereidentified inthecentral part of theisland (where
the three underground nuclear tests were conducted), afew of which may have awidth of up to 1,000 m,
and within which the rocks may be highly fractured. Nearly all of these mgjor faults trend about
N70°E, though thereisasecond direction of structural weakness bearing northwest. The major fault
dip is steeply to the northwest at 75°-90°. Vertical displacements of at least 300 m are noted and
indications are that the most recent fault movement had a strong lateral component. It is suspected
that at least the larger faults are strike-dlip.
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1.5.4 Structure Specific to the Testing Areas

The underground test locations were sited so asto avoid known fault zones (U.S. AEC, 1967).
Asaresult, all threetests are located approximately midway in structural blocks between known or
suspected faults (Figure 1.14).
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Figure 1.14. Schematic map of underground testing areas showing major featuresand bathymetry (after
von Huene et al., 1971).
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Structurally, Milrow islocated in ablock between two faults. Milrow is about 1,200 m north
of the Rifle Range Fault. This fault trends N70°E, has a stratigraphic displacement of 1,220 m, and
isthought to be represented by afracture zone as much as 300 m wide (Morris and Gard, 1970). The
Rifle Range Fault is believed to dip steeply northwest (Carr et al., 1969). Another fault is inferred
about 1,000 m north of Milrow (McKeown et al., 1970), trending about NSO°E.

Long Shot is bounded on the northwest and southeast by two strong lineaments, believed to
be faults striking N55°E (Gard and Hale, 1964; McKeown et al., 1967). Though topography
suggests the intervening 610-m-wide block is agraben, McKeown et al. (1967) suggest Long Shot
islocated inahorst. Drillhole EH-1 was | ocated on the bounding fault to the northwest (asindicated
by seismic evidence); the hol e had to be abandoned at adepth of 490 mduetolost circulation. During
drilling of EH-3, a significant fault was encountered at a depth of 611 m. It was characterized by
rock and clay gouge about one meter wide. Most fractures encountered in cores are hairline, with
dlickensides, and many are cemented by cal cium carbonate and zeolites. Several open fractureswere
encountered in EH-1, one of which had a 1-cm-thick coating of botryoidal calcium carbonate (Gard
and Hale, 1964).

Two major northeast-trending faults bound the Cannikin test area (Carr and Quinlivan, 1969).
The Teal Creek fault occurs 1,070 m northwest of Cannikin, and an unnamed fault occurs 760 m
south. The Teal Creek Fault strikes approximately N65°E and dips 80° to the northwest (Gard,
1971). The unnamed fault strikes about N75°E with an unknown dip. A much smaller faultisshown
asinferred on ageologic map of the Cannikin areaby Gard (1971) and is mapped from the Bering
coastline, running about 610 m in the general direction of the emplacement hole.

1.6 Hydrogeology

The hydrogeology beneath the surface at Amchitka is governed by the dynamics of the
saltwater intrusion system typical of islands. The groundwater system consists of afreshwater lens
floating on seawater. To sustain thislens, there must be active groundwater circulation. Rainfall that
infiltratesisfresher, and less dense, than the underlying seawater. Continued recharge resultsin the
buildup of alens of freshwater floating above the seawater, and the flow of freshwater from the
center of theisland outward to the ocean. This is analogous to an iceberg in that the maority of the
freshwater lens, including the seepage face where discharge occurs, is below sea level. Under
non-stressed conditions, such as occur on Amchitka (no pumping of groundwater), a steady-state
condition is reached where recharge from rainfall is balanced by discharge along the seepage face
to the ocean. The thickness of the freshwater lensis controlled by the hydraulic conductivity of the
aquifer, the recharge flux, the land elevation, dispersion and anisotropy in hydraulic conductivity.

Groundwater flow is generally characterized by recharge along the water table, downward
flow intheinterior of theisland, and upward flow approaching the coast, with freshwater discharge
seeps along the seafloor (Figure 1.15). The lateral component of the hydraulic gradient is from the
axis of the island to the coasts on either side, though vertical components of flow are important.
Although at muchlower flux ratesthan occur inthefreshwater lens, thereisacycleof saltwater flow
beneath the island as well. The saltwater flow is caused by the diffusion of salt into the overlying
freshwater lensin the transition zone. The salt removed by this process is replenished by recharge
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of thesalinegroundwater system through the seafl oor at distancesgreater than thezone of freshwater
discharge.

Exclusive of the higher altitude areato the northwest, the water table at Amchitkais very near
to land surface. Shallow wells drilled in the testing areas encountered groundwater at depths of
essentially zero to several meters below land surface (Essington et al., 1971). Significant runoff of
rainfall to ponds and streams occurs (Gonzalez, 1977), consistent with nearly saturated subsurface
conditions. Dudley et al. (1977) observed that most precipitation runs off in stream channels.

Hydraulic head measurements with depth (Figure1.16 and Figure 1.17) demonstrate
decreasing head values with increasing depth (Ballance, 1968), consistent with the downward flow
expectedintheisland center. Head dataare discussed in moredetail inthe section on flow parameters
(Section 2). Though the hydraulic gradient supports the oceanward movement of groundwater,
Dudley et al. (1977) conclude that the hydraulic conductivity in the upper few hundred metersis
not high enough for large rates of flow, leading to most groundwater beneath Amchitka moving in
very local systems to discharge in lakes and streams.

Lithologic descriptions, the rock physical properties, and geophysical logs indicate that the
aquifersontheisland occur infractured rock units (Fenske, 1972) and, generally, most investigators
have applied aconceptual model of predominantly fractureflow between matrix blocks of relatively
high porosity. By analyzing water level fluctuations in wells as compared to barometric and tidal
fluctuations, Fenske (1972) identified two, interconnected components to the Amchitka flow
system: 1) asystem of high porosity and extremely low hydraulic conductivity, and 2) asystemwith
low porosity and relatively high hydraulic conductivity. Dudley etal. (1977) concludethat hydraulic
testing strongly indicates that fractures are the primary avenues of fluid movement. They note that
fractures tend to close under greater lithostatic load, implying decreasing hydraulic conductivity
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with depth. The devel opment of zeolitesand chloritesinfracturesfrom the ateration of thevolcanic
rocks further reduces the hydraulic conductivity (Dudley et al., 1977).

The depth of the transition from freshwater to seawater is an important feature in island
hydraulic systems, asgroundwater vel ocitiesare much higher abovethistransition zone than bel ow
it. Based on hydraulic head profiles for the three sites, Fenske (1972) estimated the bottom of the
freshwater lensto be 780 m below sealevel at Milrow and about 1120 m below sealevel at Long
Shot and Cannikin. Fenske (1972) notesthat the resultsindicatean asymmetry of thefreshwater lens.
Fenske compared the hydraulic head analysiswith thechemical analysesof water samplesandfound
good agreement for Milrow. The relatively shallow depth of thetesting at Long Shot did not allow
sampling or measurements in the transition zone nor underlying seawater zone. The chemical
composition of groundwater samples from the boreholes at Cannikin reveals a much less saline
water with depth than encountered at Milrow (as discussed in the following section). After
evaluating the drilling methods and hole histories for UAe-1, UAe-2, and UAe-6h, Fenske (1972)
concluded that the total dissolved solids content of about one-tenth of the concentration expected
below the predicted interface was probably due to injection of drilling fluid during the long and
difficult hole construction in UAe-1. Dudley et al. (1977), however, conclude that the data are
substantially correct and indicateafreshwater lensextendingto analtitudeof at least -1,700 m, based
on generally corroborating data from the emplacement hole, UA-1.

1.7 Hydrochemistry

Consistent with the island hydraulic system described above, the profile of groundwater
salinity with depth beneath an island is expected to reflect low salinity at shallow depths and a
salinity consistent with seawater beneath the freshwater lens. The contact between freshwater and
seawater cannot be sharp due to mixing caused by diffusion driven by the chemical gradient, and
by dispersion caused by hydrogeologic heterogeneity, short-term head fluctuations (e.g., tidal
effects), and long-term sea-level changes.

Chemical datafor water samples from theisland are reported by Beetem et al. (1971), asare
their sample collection and analytical procedures. Charge balance checks of their analyses are dll
less than five percent off balance, with the vast majority being within two percent. Groundwater
samplesfrom wells at Long Shot were analyzed and reported by the U.S. Army Corps of Engineers
and USGS (1965), though many of their analyses were incomplete in that they did not include all
major anions and cations. Selected analyses from these sources are presented in Table 1.2.

The dissolved solids content of seawater collected off Amchitkais reported as 34,700 mg/L
for the Bering Seaand 34,800 mg/L for the Pacific Ocean (Beetem et al., 1971). Samples of surface
water were collected from lakes and streams on theisland and have amean totd dissolved solids (TDS)
content of 145 mg/L and 137 mg/L, respectively (from residue on evaporation, Beetem et al., 1971).
Water from springsissimilar, withaTDS of 143 mg/L. Theserdatively high salinitiesfor surface water
reflect the influence of the near-coast environment and salt spray. Though Na dominates the cations,
Caand Mg are present in proportions generdly similar to seawater (Figure 1.18).

Groundwater samplesfrom boreholeson Amchitkahave primarily been collected by swabbing
discrete intervals, though a few pumped samples from large intervals have also been collected.
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Table1.2. Representativegroundwater chemistry datafromthethreetesting areas(fromBallanceetal ., 1971; and U.S. Army Corps of Engineersand USGS,

104

1965).
Zone Sampled (m) Date SOy Al Fe Mn Mg Ca Sr Li Na K HCO3 CO3 SOy Cl F NO3 PO4 T%S EC pH
residue
UAe-2 water analyses (Milrow).
379.8 - 440.1 11/16/1967 15 - 0.01 0.75 0.1 260 22 0.2 1,980 20 106 0 890 3000 0.6 11 0.9 6,390 9,740 78
719.3 - 779.7 11/16/1967 13 - 0.01 0.75 0.1 970 7 0.2 4,800 60 380 0 1,000 8100 0.4 0.5 03 15,600 21,900 74
822.4 - 882.7 11/16/1967 17 - 0.01 2.6 0.1 1,380 11 0.2 6,800 70 360 0 1,800 11900 0.7 0.1 0.4 22,300 30,400 7
873.6 - 9339 11/17/1967 15 - 0.01 23 0.1 1,470 10 0.2 7,500 68 340 0 2,000 12000 0.5 0.1 03 23,200 29,900 75
933.9 - 994.3 11/17/1967 8 - 0.01 26 0.1 1,450 12 0.2 6,800 55 360 0 1,800 11900 0.6 0.1 0.5 23,100 30,700 7.7
1057.6 - 1127.8 11/17/1967 19 - 0.01 35 0.1 1,560 12 0.2 7,100 70 400 0 2,000 11900 1 0.1 03 24,200 32,800 73
1169.8 - 1230.2 12/20/1967 31 - - 3 140 1,800 20 0.5 8,200 90 36 0 1,600 15000 0.1 54 0.1 29,400 41,000 6.9
1466.7 - 1527 12/20/1967 30 - - 34 160 1,900 21 0.5 8,700 100 42 0 1,600 16000 0.1 4 0.1 31,600 41,000 6.9
1530.1 - 1590.4 12/21/1967 34 - - 34 170 1,900 20 0.5 8,400 120 43 0 1,800 16000 0.1 0.2 0.1 30,600 41,500 6.9
EH-5 water analyses (Long Shot).
390 - 451 11/06/1964 - - - - - - - - - - 341.6 0 - 65 - - - - - 8.35
390 - 451 11/06/1964 - - - - - - - - - - 305 0 - 71 - - - - - 8.35
602 - 663 11/05/1964 - - - - - - - - - - 402.6 0 - 337 - - - - - 8.0
662.9 - 723.9 11/03/1964 16 0.12 0 0 15 8.6 0 0 512 54 330 14 355 351 2.7 0.1 0.00 1460 2360 9.4
663 - 724 11/03/1964 - - 15 03 5 30 - - - - 257.2 0 400 334 - 0.5 - - - 825
7239 - 784.6 11/03/1964 52 0.17 0 0 17 7.7 0 0 572 6.9 332 18 410 417 18 0.2 0.01 1650 2690 9.4
724 - 785 11/03/1964 - - 1.05 0 30 20 - - - - 207.4 60 380 405 - 0 - - - 82
EE Hole

45.7 - 50.3 09/16/1967 20 - 0.54 0.01 14 6.8 - - 130 51 184 16 28 76 0.2 16 - - 627 8.9

1225 - 126.5 09/19/1967 27 - 0.65 0.01 0.6 19 - - 520 8.9 42 61 363 500 0.6 20 - - - 9.9
UAe-1 water analyses (Cannikin).

487.3 - 564 09/29/1967 13 - - <.01 0.9 120 15 0.1 420 6.0 0 3 110 620 17 0.5 3,190 118
759.2 - 786.6 09/28/1967 28 - - <.01 12 53 0.7 0.1 310 5.0 0 39 150 520 23 0.4 2,190 11.0
951.2 - 969.5 09/28/1967 21 - 0.4 <.01 17 68 0.8 0.1 530 5.0 0 37 220 690 22 0.4 0.1 1,640 2,560 10.3

1,356.7 - 1,387.2 09/29/1967 13 - <.01 <.01 4.1 400 4.1 0.1 1,000 10 0 3 250 2,000 13 0.1 <0.1 3,740 6,530 116
1,643.9 - 1,655.5 08/13/1967 15 - <.01 0.03 03 293 32 0.2 1,080 10 21 48 320 1,850 0.8 0.2 0.1 3,920 6,340 10.0
1,646.3 - 1,725.0 08/11/1967 20 - <.01 0.06 15 278 31 0.2 1,100 7.9 32 12 320 1,860 0.8 0.5 0.1 3,980 6,430 8.7
1,646.3 - 1,725.0 08/11/1967 16 - <.01 <.01 37 14 0.5 0.1 400 9.0 243 0 97 432 0.2 04 03 1,100 1,900 8.2
1,724.4 - 1,784.8 08/11/1967 22 - <.01 <.01 0.2 289 32 <1l 1,200 7.0 18 15 330 2,060 19 0.4 0.1 4,310 6,710 8.9
1,786.0 - 1,826.2 08/11/1967 21 - <.01 0.04 16 268 3.0 0.2 1,140 7.9 19 11 310 2,040 0.6 0.6 <0.1 4,220 6,350 87
1,802.4 - 1,862.2 08/28/1967 15 - 0.02 0.01 1.0 170 18 0.1 730 5.0 30 4 210 1,190 14 0.4 0.1 2,690 4,270 8.6
1,802.4 - 1,862.2 08/28/1967 18 - <.01 0.08 0.8 164 22 0.2 760 6.8 32 0 224 1,260 0.6 03 0.1 2,540 4,270 78
1,850.6 - 1,911.0 08/27/1967 15 - 0.13 <.01 52 280 25 0.1 940 7.0 0 14 290 1,740 18 0.2 0.1 3,580 5,970 10.3
1,850.6 - 1,911.0 08/27/1967 14 - <.01 0.03 03 290 33 13 1,020 7.9 24 41 275 1,770 0.6 0.1 <0.1 3,680 6,000 9.8

UA-1 Sump
1525+ 11/19/70 28 - - - 0.1 220 2 0.1 1,100 82 0 23 280 1,900 25 0.1 5,900 9
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Figure 1.18. Relative ion percentages for water samples from Amchitka.

Collection of samples representative of formation water can be difficult due to the need to purge
drilling fluids. High pH vaues are reported for some of the groundwater samples, indicating they were
affected by contact with cement during grouting operations. The problem of groundwater sample
representativeness is discussed further in section 2, regarding model parameter uncertainty.

In terms of major ion percentages, the groundwater at Amchitka is distinguished from the
surfacewater and seawater by therelative absence of Mg. Concentrationsof CaandHCOg arehighly
variable, some of which may be due to cement contamination as indicated by very high pH values
for certain samples. The Long Shot groundwater analyses are atypical of the other groundwater,
having ahigher proportion of Na, HCOs3, and SO4. The Long Shot holesweredrilled with abentonite
mud that wasimpossi bl e to purgefrom the holeswithout coll apse, so these chemical differencesmay
reflect residual drilling fluids. One of the Cannikin samples displays asimilar chemical character,
and the pH valuesfor all of the Cannikin and Long Shot samples are considerably higher than those
measured for the surface water and at Milrow.

The groundwater freshwater lens and underlying satwater can be identified by samples collected
by swabbing packer-isolated zones in well UAe-2. These zones are typically about 60 min length and
thus the samples represent composites of borehole fluid through that length. The chemica anaysis of
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these samples (Table 1.2; Beetem et al., 1971) clearly defines the increase in sdinity with depth to
near-seawater concentrations. At Long Shot, electrical conductivity measurements led workers to
identify “ saltwater encroachment” in deeper groundwater samples, but salinities close to seawater
were not found in chemical analysis. Groundwater from 670 to 793 m below land surface at Long
Shot contained 350 to 415 ppm chlorideand TDS contents of 1460 to 1650 mg/L (U.S. Army Corps
of Engineersand USGS, 1965). Water samplesfrom borehole UAe-1 at the Cannikin site show little
relationship between salinity and depth. This scatter has been argued as evidence of drilling fluid
contamination by Fenske (1972), though Dudley et al. (1977) argue that the similarity in salinity
for sump samples collected during mining the Cannikin cavity is evidence of the samples being
representative of groundwater.

Using chloride asaconservative-ion indicator of salinity, the transition zone midpoint can be
defined as the depth where the groundwater has a chloride content midway between the surface
water value and the seawater value (i.e., 9,025 mg/L, halfway between about 50 and 18,100 mg/L
Cl). At Milrow, that occurs at an elevation of about 850 m below sealevel (Figure 1.19), and at the
other two sites, that salinity is not achieved in water from the sampled intervals.

Four carbon-14 age dates have been reported for Amchitka groundwater (Table 1.3). Two
samplesfrom UA-1-HTH-1, seaward of Cannikin, were analyzed for carbon-14. The interval from
183.5 to 234.7 m gave an apparent age (uncorrected for non-radiogenic carbon, an error expected
to besmall inavolcanic aquifer) of 8,410 years; theinterval from 227.4 to 278.6 m had an apparent
age of 17,880 years (Balance and Dinwiddie, 1972). A sample from the interval of 679.8 to 740.1 m
below sealevel in UAe-2 gavean apparent ageof 5,260 years (Fenske, 1972). A deeper sample, from
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Figure 1.19. Chloride content at various depths at Milrow (UAe-2), Long Shot (EH-5), and
Cannikin (UAe-1).
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888.3 to 906.2 m below sea level, collected from UAe-1, had an apparent age of 11,000 years
(Fenske, 1972). Though no consistent trend in age with depth can be discerned from one well
location to another, thelargeincreasein ageacrossthe 100-minterval in HTH-1 was considered real
by Ballance and Dinwiddie (1972). The implication of the carbon-14 data is that even in the
shallower, freshwater portion of theisland hydraulic system, groundwater residencetimes arelong
and overall velocity is low.

Table1.3  Carbon-14 datafor Amchitka groundwater samples. From Fenske (1972) and Ballance and
Dinwiddie (1972).

Well Depth Interval, m Conductivity, umhos/cm Uncorrected C-14 age, yrs
HTH-1 183.5-234.7 590 8410
HTH-1 227.4-278.6 800 17,880
UAe2 679.8-740.1 ~20,000 5260
UAel 888.3-906.2 ~2400" 11,000

*estimate based on sample from nearest depth interval reported by Beetem et al. (1971)
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2. CONCEPTUAL FLOW MODEL, PARAMETERS, AND CALIBRATION

The conceptua model of groundwater flow at Amchitka Island has several important
components and assumptions, which arelisted bel ow and discussed in detail in subsequent sections.

» recharge and discharge characteristics governed by island hydraulics

o steady-state assumption

» isothermal conditions

e dual-porosity system where groundwater flow occurs principally through fractures
» homogeneity of hydraulic properties with vertical anisotropy

» limited impact of the nuclear tests on the island flow field

2.1 Model Components and Assumptions

Each of the model components is discussed below, followed by an evaluation of aternate
conceptual models for groundwater flow.

2.1.1 Idand Hydraulics

The fundamental setting of afreshwater lens overlying seawater in anisland hydraulic system
was described in the previous chapter. Though the basics of such systems werefirst identified near
the turn of the 19th century (known as the Ghyben-Herzberg relationship), the complexity of the
seawater intrusion problem hasresulted in continued advancesin the understanding of the processes
into the 21st century. Despite these complexities, there are also assumptions that acceptance of an
island hydraulic system allows in the conceptual model of Amchitka. Some of these assumptions
have been corroborated by data collection on the island.

The first assumption is the existence of a freshwater lens beneath the island, sustained by
rechargeat theland surface. The presenceof freshwater hasbeen confirmed by drilling and sampling
throughout the island, and the very presence of that lens requires recharge to be taking place. The
large amount of runoff observed, numerous lakes, low permeabilities of the aquifer materials, and
hydraulic heads near land surface al indicate that actual recharge volumes are low at Amchitka
(discussed in more detail in the Data section), but recharge must be occurring nonethel ess.

Following from the recharge assumption is the assumption that discharge occurs offshore,
alongtheoceanfloor. The presenceof thisdischargeisinferred, and would bedifficult toimpossible
to observe in the high energy environment off the coast of Amchitka. Sustaining the freshwater lens
requires active groundwater circulation, however, so it is assumed that discharge does occur. An
assumption of steady state (discussed next) requires that the volume of discharge will equal that of
the recharge.

With recharge across the entire land surface and discharge in the adjoining sea, agroundwater
divideisestablished in approximately themiddleof theisland, with flow directed to the seaon either
side. Amchitka is elongated, such that the divide is assumed to run along its length, dividing
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groundwater flow to the Pacific Ocean on the southwest, and to the Bering Seaon the northeast. The
position of the subsurface divide is assumed to coincide with that of the surface water divide, but
even the surface water divideisdifficult to discerninthe Lowland Plateau area of thetests, asthere
isminimal topography and numerous lakes. The sensitivity of the groundwater divide assumption
is therefore tested in the modeling.

Theflow system resulting from the above assumptionsisone of predominantly downward flow
inthefreshwater lens near theisland center, arcing outward and finally upward to discharge beneath
the ocean. Slower and smaller flux circulation in the seawater lens mirrors the freshwater cycle
above. Thedownward portion of the freshwater flowpath has been confirmed for Amchitkathrough
the measurement of hydraulic head (which decreases with increasing depth) and analysis of
temperaturelogs (which indicate downward movement of cooler water). Theupward directed reach
of the freshwater flow system has not been measured due to the location of the wells nearer to the
island center than to the coast. The saltwater circulation portion has also not been measured at
Amchitka.

With flow directed perpendicular from the groundwater divide out to the seafloor, theisland
hydraulic problem lends itself to analysis in two dimensions. There is no driving force to create
gradientsalong theisland axis; flow outside of aplane perpendicular to theaxiswill only result from
heterogeneitiesin the flow field. The consequence of the two-dimensional simplification, then, is
one of underestimating spreading (dispersion) of contaminant plumessimulated in two dimensions.

2.1.2 Steady-state Assumption

The compl ete absence of pumping on Amchitkaremoves groundwater development asacause
of transient hydrol ogic responses. Rather, the question of the applicability of steady state conditions
to Amchitka arises from temporal variations in natural processes. The processes identified as
causing transient effects are tidal fluctuations, short-term variability in recharge, and long-term
changesin climatethat could affect sealevel and possibly recharge rate. Transient responses caused
by the nuclear tests themselves are addressed in Section 2.1.6.

With barometric correction, aclose correlation was identified between tidal fluctuations at the
shore of the Bering Sea and water-level fluctuationsin UAe-1 (Fenske, 1972). The period, then, of
the hydraulic head response is as rapid as that of the tide, and with a small amplitude (less than a
tenth of ameter, plusand minus every day). The effect of thisrapidly reversing transient pul se may
serve to add dispersion to the contact between the freshwater lens and seawater, but neglectingitin
the modeling will not affect the flow directions and velocities.

Short-term variations in recharge could occur due to weather variations from one year to
another. Given the island’s current condition at flow capacity, wetter years would only serve to
increase runoff and thus not impact the groundwater system. A low precipitation year, or series of
years, however, could possibly reduce recharge to the groundwater system. If such areductionwas
sustained long enough, the depth to the transition zone would eventually be reduced, only to move
downward again when average precipitation resumed. Themajor effect of such variationswill again
be to disperse the contact between the freshwater and saltwater.
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Climate change involving glacial cycles affects mean sealevel, which has adirect impact on
the hydrology of anisland. As mean sealevel falls below current levels, theisland’s recharge area
increases and the head for the saltwater system decreases. The net effect is to increase the depth of
thefreshwater lens. When sealevel rises above current levels, the recharge areadecreases, the head
in the saltwater system increases, and the freshwater lens shrinks. Sealevel varied by several tens
of metersat Amchitkaduring the advancesand retreats of Pleistoceneglaciers(Gard, 1977). Atleast
four major marine terraces have been mapped above the current island shoreline. The last major
interglacial period caused asignificant marinetransgression at alevel 37 to 49 m above present sea
level. This transgression is dated at about 127,000 years before present. The last glacial advance
ended about 10,000 years ago, at asealevel about 30 m below present. Sealevel isbelieved to have
been relatively stable at its present level for the past 2,000 to 4,000 years. Dudley et al. (1977)
considered that time period long enough to likely alow for head adjustment, but question the
response of water chemistry. Flushing of arelict deep freshwater lens will take much longer than
head requilibration, especially given the slow velocities beneath the hydraulic transition zone.
Dudley et al. (1977) suggest that freshwater circulation beneath Amchitkamight have been as deep
as 2,500 m during full glacia conditions, though the evidence of glaciers on the island itself calls
into question the amount of recharge possible during the marine regressions.

Given the thousands of years that present sea level has been maintained, the steady-state
assumption is considered reasonably valid for hydraulic head. As with the shorter-term processes
discussed above, theimpact of aglacial climate may principally beto have dispersed the transition
zone, perhapsto thedegreeof leaving arelict, deep freshwater lens (asthelast major sealevel change
was one of regression) that has yet to be displaced by the newer hydraulic regime. The different
response times for the chemical and hydraulic systems to sealevel changes are an important factor
during the model calibration process, because the hydraulic data are considered more likely to
represent equilibrium conditions. Given thisimpact, the relative response times are investigated in
asensitivity analysis.

2.1.3 Isothermal Conditions

Isothermal conditions are applied for the flow model, assuming that the flow system is
dominated by the freshwater-seawater dynamics and that the effect of including geothermal heat
would berelatively small. A significant factor in choosing this assumption is the large increase in
computational load required by adding thermal conditionsto the density flow solution, an already
demanding series of computations as compared to a constant density problem. As discussed
elsewhere, multiple realizations of the flow and transport are conducted to accommodate
uncertainty. The merits of performing these Monte Carlo simulations were considered to outweigh
the geothermal aspects. The error introduced through the isothermal assumption is investigated
separately through a sensitivity analysis applying geothermal heat to the Milrow flow domain.

2.1.4 Dual-porosity System

Previous workers studying the hydrology of Amchitka Island have all concluded that
groundwater flow occurs principally through fracturesin the bedrock of theisland. This conclusion
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has followed evaluation of geologic evidence gained through mapping and drilling, and analysis of
hydraulic information from aquifer tests and cores. Basically, the very low permeability of the
unfractured material, coupled with the presence of fractures and joints, leads to the conclusion that
flow would be extremely limited other than in fractures.

Regarding the Banjo Point Formation investigated for Long Shot, the U.S. Army Corps of
Engineers and USGS (1965) conclude:

Thebulk of therocksof the Banjo Point For mation havea porosity ranging between
4 and 26 percent but seemto havelittle interstitial permeability. The andesitic sillsalso
have very little interstitial permeability. Rather, most of the permeability of these rock
units seems to be in the fractures of the rocks and the permeability of these fractures
seems to differ according to rock type and structural features.

The U.S. Geological Survey aso investigated the hydrology of the Long Shot area and
concluded that thegroundwater system consisted of interconnected fractures, based on observations
made during drilling, examination of cores, and results of pumping tests (Gard and Hale, 1964).
Gard and Hale note that though the rock has high porosity, the effective porosity was only in the
fractures.

Fenske (1972) observed that lithologic descriptions, physical property measurements, and
geophysical logs indicate that the island aquifer system consists of secondary, fracture-created
porosity and hydraulic conductivity superimposed on primary intergranular porosity and hydraulic
conductivity. He used fluctuations in the water level at UAe-1 in response to barometric and tidal
fluctuations to evaluate the two-component flow system at Cannikin.

Deep exploratory holes, from 1,000 to 2,134 m in depth, were drilled and tested at Sites B
through F. Pumping and slug-recovery testsin zonesisol ated with straddle packers were performed
in the holes. Dudley et al. (1977) report that “Results of the hydraulic testing point strongly to
fractures (joints and faults) as the primary avenues for fluid movement.”

Based on these assessments and the underlying data, it is assumed here that the groundwater
flow system at Amchitkais a dual-porosity system. The primary flow system is considered to be
through fractured rock. This characterization is achieved principally through assuming very low
effective porosity values, consistent with fractures rather than porous media. Interaction between
the fracture flow system and the secondary system found in the high-porosity matrix blocks is
allowed only through diffusion during transport (discussed in the conceptual transport model
section). The fracture flow conception is considered to be a conservative assumption for the
modeling. The use of very low effective porosity values directly relates to faster groundwater
velocities. A porous medium assumption, with attendant higher porosity, would result in slower
velocities and longer transport times.

2.1.5 Homogeneity of Hydraulic Properties with Vertical Anisotropy

Heterogeneity in hydraulic properties is the rule rather than the exception in subsurface
geologic units. This heterogeneity, or spatial variability, results from small-scale to large-scale
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variations in geologic properties that in turn control water movement. Examples of features
controlling hydrologic spatial variability are clay content in aformation, degree of fracturing, and
depositional patterns. Though heterogeneity on some scale is always present, the need to explicitly
include it in anumerical model of groundwater flow depends on anumber of factors. The primary
impact of heterogeneity on a groundwater transport problem is in representing the spreading of a
contaminant plume resulting from the tortuous path that water takes due to variationsin the flow
field caused by the spatial structure of the aquifer. Including heterogeneity in amodel increasesthe
amount of data required (to describe the spatial structure), and causes reliance on parameters that
are very difficult to determine, such as the correlation scale. The alternative is to consider the
hydraulic properties homogeneous and treat the spreading process caused by heterogeneity through
amacrodispersivity term in the flow equation (Gelhar and Axness, 1983; Hess et al., 1992).

Identifying the preferred approach is based on the site data. The degree of variability in
guestion needs to be evaluated. Then the availability of datato support a description of the spatial
statistics of the hydrologic flow system must be considered.

Groundwater beneath the testing areas occurs in a variety of volcanic and sedimentary rock
types, the vast majority of whichis breccia, basalt, or acombination thereof. Analysis of hydraulic
datafrom the extensivetesting using straddl e packersin island borehol esfound arangeof fiveorders
of magnitudein hydraulic conductivity (K). Asdiscussed indetail in the section on flow parameters,
division of the K datainto lithologic classes suggests that the mean K of the breccias may be lower
than themean K of thebasalts. Thisdifferenceisonly “suggested,” dueto overlap inthe dataranges
and the small number of tests involved (only 13 in brecciaintervals, 5 in basalt intervals, as the
majority of packer seats straddled intervals containing combinations of lithologies).

It isimportant to note that the hydraulic testing is weighted toward the more permeabl e units,
asthese were intentionally singled out for packer isolation. Only about 10 percent of the sectionin
the freshwater lens was considered permeable enough to hydrotest at Cannikin (Fenske, 1972).
Zones that appeared to have extremely low K were not tested. Thus, though the range in hydraulic
conductivity for the permeable portions of the breccias and basalts may overlap, these portions are
interspersed through the subsurface with large sections having much lower K. It also follows that
thereareunitsof even higher K that may havebeen missedinthetesting, or wereincludedin apacked
interval with units of lower K such that alower averaged value was measured.

The close correlation between hydraulic head in UAe-1 and tidal fluctuationsindicatesthat the
aquifer responds with average characteristics rather than as extensive homogeneous layers of
differing characteristics (Fenske, 1972). Thus, the layered heterogeneity behaves as an equivalent
homogeneous unit. This response is aso consistent with flow predominantly through fractures, as
lithologic differences would be of lesser importance than structural features. However, Claassen
(1978) identified four main zones of different horizontal hydraulic conductivity in the undisturbed
subsurface system at Cannikin. These zonesare not described or explainedin hisreport, and analysis
of thetesting from UAe-1 and UA-1 does not suggest these zones. Claassen’s study was focused at
a smaller scale than the modeling presented here; he was examining flow through the Cannikin
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chimney and post-test hole during infilling that required considering small-scale variationsin flow
properties.

The small number of wells having hydraulic data, and large spacing between them, precludes
gpatial analysis at the scale of each site, though Cannikin does have one well between ground zero
and the coast (HTH-1). The majority of hydraulic information is availablefor one borehole at each
location. Interms of geologic information, four coreholesweredrilled to investigate the subsurface
geology at Long Shot. Three of these were drilled with a maximum separation of 183 m, with two
directionally drilled (EH-3 and EH-6) to intersect the vertical hole (EH-5). A fourth hole (EH-1)
was located 335 m to the north. Geologists concluded that the holes could only be correlated with
each other in very general terms (U.S. Army Corps of Engineers and USGS, 1965). When the holes
are within 30 m or less, several clear-cut correlations can be made. Working upward (and farther
apart), several overlying gross unitsof one predominant lithology (mostly breccia, or mostly clastic)
canbeidentified, but the preci setop and bottom cannot be picked with certainty. Many smaller units,
to 7.5 m thick, appear in one hole and nowhere else. No satisfactory correlations could be made
acrossthe 335 mto EH-1. Comparison with outcrop studiesof theseacliffsidentified the extremely
irregular deposition of these breccias and fine clastics’ (U.S. Army Corps of Engineers and USGS,
1965). It is noted that extremelenticul arity isthe rulerather than the exception. The samelithologic
types and variations were observed in both cross section and the core holes, with alack of lateral
continuity in both. At Cannikin, thelithology in UAe-1 and the emplacement hole UA-1 correl ated
well in terms of large-scale stratigraphic units, but the thickness of individua units was found to
change drastically in the 90 m between holes, and some were found to pinch, swell, bifurcate, and
evendisappear. Theselateral changeswerenot considered unusual for volcanicrocks(Leeand Gard,
Jr., 1971).

Giventhelack of mgjor differences between the hydraulic conductivity of therock typesinthe
testing areas, coupled with alack of ability to confidently project the locations of the units any
distance from the borehol es, ahomogeneous model was chosen for the numerical flow model. The
heterogeneity known to be present is addressed in the model through the use of amacrodispersivity
term. The heterogeneity assumption is consistent with the assumption of a dual-porosity flow
system, whereflow is predominantly through fracturesthat aredistributed through all thelithologies
present.

2.1.5.1 Vertical Anisotropy

Though the multitude of layers of varying lithology and varying hydraulic conductivity may
be approximated as asingle homogeneous unit, the layering resultsin that system being anisotropic.
Flow perpendicular to the layers (vertically) occurs with more head loss than flow parallel to the
layers (horizontally). Layered heterogeneity can lead to regional anisotropy values on the order of
100:1 (horizontal to vertical K), or larger (Freeze and Cherry, 1979). In fractured rocks, the
anisotropy can be opposite, with vertical flow favored over horizontal. At Amchitka, the fracture
system is overlain on a strongly layered lithologic section, so that the anisotropy is considered to
favor flow in the horizontal direction, though not to the degree of a non-fractured sequence of
heterogeneous layers. The anisotropy assumed here for Amchitkais 10:1.
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Previous workers have also considered the island to behave anisotropically. Dudley et al.
(1977) state that flow in the vertical directionis generally retarded throughout the island. Claassen
(1978) studied hydraulic and water quality data from Cannikin and concluded there was a low
vertical hydraulic conductivity, with little vertical flow indicated. Though Fenske (1972) contended
that the hydrologic system at Cannikin at an el evation bel ow -400 m wasisotropic, heacknowledged
that hydrotest and geological datarequired anisotropy on alocal basis and heincluded it in atravel
time model.

2.1.6 Limited Impact of the Nuclear Tests on the Island Flow Field

The underground nuclear tests at Amchitka are assumed to permanently affect the hydrologic
environment in the immediate vicinity of each test, but not to affect the flow field at large. Each
nuclear test created acavity, which then collapsed and formed arubble chimney above. Thoughthere
was surface collapse at Milrow and Cannikin, actual chimney formation did not propagate to the
surface at any of the sites. Despite this, given the collapse and near-surface spalling, chimney-type
properties are assumed to be continuous from the cavity to land surface at all three tests. These
properties are increased vertical permeability and increased porosity.

Fractureintensity caused by an underground nucl ear test varieswith distancefrom theworking
point. General relationships are described by Borg et al. (1976) and are as follows. immediately
adjacent to the cavity, and in the chimney, a zone of highly crushed rock is found, extending to a
distance of about 1.3 cavity radii at the level of thetest. A pervasively fractured zone then extends
between 2.5 to 4 cavity radii. Beyond thisis aregion of widely spaced fractures with less frequent
interconnection. Generally, at distances between 3.5 and 5.2 cavity radii, the compressive strength
of the shock wave is too small to fracture the rock (the limit of shear failure). For many tests, the
limit of shear failure coincides with the height of the chimney. Though tensile fracturing may take
place beyond the shear failure limit, fractures are typicaly widely spaced and are considered to
contributelittleto anincreasein overall permeability. Surface observations of nuclear testing effects
focus on theimpact of spalling. Spalling occurs when the compressional shock wavetravelstoland
surface, causing surface layers to split away (and atemporary rise in land surface elevation), and
subsequently slap down when the layers fall. This can result in fracturing of near-surface rock,
confined to the upper tens to possibly a hundred meters below land surface, but unconnected to
fractures from the cavity.

The International Atomic Energy Association (IAEA) modeled a variety of permeability
configurations around acavity and chimney and compared theresults to datafrom two underground
tests (IAEA, 1998). For the larger test (yield of 14.5 kt), the data were best matched by the models
of no fracturing or fracturing only above the chimney. The smaller test (yield of 3.2 kt) was better
simulated by amodel of radially decreasing fracturing. Thisisconsi stent with observations of testing
at the NTS, where larger tests are found to be better contained than smaller ones due to the
establishment of a*“ stress cage” whereby the intense shock wave created by the test itself sealsthe
near-cavity areafrom surrounding rock. Ultimately, the impact of local increasesin K islimited by
the hydraulicsof thesurrounding aquifer (i.e., thewater must eventually moveinto alessconductive
area, and this controls the flux through the more conductive zone).

35



Nuclear testsal so temporarily impact theflow field through transient pressure and temperature
gradients. Immediately after the detonation, the vaporization of mass that creates the cavity also
desaturatesit. This causes hydraulic gradientsto be directed toward infilling the cavity and chimney
region prior to re-establishing the pre-existing regional gradient. Monitoring of this infill process
at Cannikinindicatesthat it took less than two yearsto recover. This process could beincorporated
into the modeling by preventing contaminant migration from the tests until after hydraulic
re-equilibration. Radioactive decay would continue during this time, effectively decreasing the
contaminant mass. Neglecting theinfill processisthereforeaconservative assumption applied here.

The transient temperature gradient is reduced during the infilling process, as groundwater
cools the cavity; the thermal impact is greatest during hydraulic equilibration, when the cavity is
infilling. Claassen (1978) presents a graph of the temperature history of the Cannikin cavity. A
measurement 100 days after the test was about 200 degrees above the ambient pre-detonation
temperature; this was reduced to about 25 degrees above ambient after 260 days. Based on vertical
sampling in the post-test hole, Claassen concluded that “Large thermal gradients do not appear to
have persisted in the Cannikin cavity. It is certainly possible that “hot spots’ existed at time of
abandonment of the site, but, if randomly distributed, they would contribute little to mixing of the
cavity water.” Additional examination of radiochemistry of vertically distributed samples in the
Cannikin post-test well, led Claassen to observe that “ Generalized cavity-wide convection of any
magnitude is not apparent from examination of the available data.” Based on this anaysis, the
transient temperature effects are not included in the bulk of the modeling, but are addressed through
asensitivity analysis.

2.1.7 Alternate Conceptual Flow Models

The conceptual flow model presented aboveisthe basis of the bulk of the numerical modeling
presented here. More complex, aternate, model s can beimagined but are not supported by the data.
In some cases, as noted above, specific alternative models are addressed through a sensitivity
anaysis.

For the island hydraulic system, the alternate model that could be pursued is in three
dimensions rather than two. The basic iSland model is a two-dimensional problem, but there are
variations that do require three dimensionsto properly analyze. For the Amchitkatesting areas, the
impact of fault zones on the flow system, the impact of the chimneys created by the nuclear tests,
and theimpact of thermal processes, all requirethreedimensions. Thesealternate conceptual models
are addressed in a sengitivity analysis, following the two-dimensional simulations.

An alternate conceptual model for the steady-state assumption would incorporate thetemporal
processes described above. Data on tidal fluctuations and long-term sea level changes exist; the
magnitude and timing of short-term climate variations are unknown. None of these past processes
are included in our modeling because their inclusion would not alter the current groundwater
velocity fields (and travel times) calculated here. Forecasting future climate change is highly
specul ative and not attempted here. If another glacial climate occurred and sealevel dropped below
its present level, the depth of the freshwater lens would increase and travel times from Milrow and
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Cannikin might decrease. Little impact would occur at Long Shot, as its cavity is aready in the
freshwater zone. If interglacial conditions of the magnitude indicated by the marine terraces occur,
an increase in sealevel will shrink the freshwater lens at Amchitka and travel times from all three
cavities might increase. Such a change would potentially be most dramatic at Long Shot, if the
transition zone rose above the cavity horizon.

Rather than adual-porosity, fracture flow system, an alternate conceptual model isto consider
groundwater flow at Amchitka as strictly in a porous medium. This conception was tested by
assigning an effective porosity coincident with the core measurements at Amchitka, keeping the
other hydraulic parameters constant. The result (discussed in section 4) is that travel times to the
dischargeareaon the seafloor increaseenormously (only 29 out of one hundred realizationsshowed
breakthrough at the sea floor after 5.5 million years). Given this result, the alternate conceptual
model of porous mediaflow isnot pursued due to its lack of conservatism. Though not a question
of conceptual model so much as a question of implementation of the conceptual model of fracture
flow, an equivalent porous medium approximation of fracture flow is used here. Thisis driven by
the scale of the hydraulic data, coincident with that of equivalent blocks rather than discrete
fractures, and the many assumptions regarding fracture geometry that are required by a discrete
fracture model.

The dternative to amodel of homogeneity is a conceptual model of discrete aquifers and/or
aquifers with spatially variable hydraulic properties. To implement such conceptual models with a
numerical flow model would require numerous assumptions regarding spatial distribution of
hydraulic units and properties that cannot be supported by site data. The result would be greater
uncertainty in the modeling results due to the introduction of parameters with no supporting data.
The disadvantage of the homogeneity assumption isthat it neglects known system complexity. For
the testing areas, the potential negative consequence of this would be overlooking fast transport
pathways. Given thelack of correlation observed at Long Shot, it isdoubtful that stratigraphic units
would provide direct transport pathways from the test cavities to the ocean floor.

The U.S. Army Corps of Engineers and USGS (1965) present a conceptual model of
groundwater flow for the Long Shot site that examinesflow through an andesite sill. They consider
severa variations regarding the relative hydraulic conductivity of the andesite and surrounding
units, but key to all the situationsis an assumption that the andesiteis continuous between thetesting
areaand the discharge point at the seafloor. They conclude that fractures and their distribution are
the most important features of the flow system, a conclusion also made by the U.S. Geological
Survey, astheir description of the Long Shot flow system does not single out theandesite (Gard and
Hale, 1964). The possible impact of conductive features of large continuous length is evaluated in
a sengitivity analysis regarding the possible effect of faults on the flow system. That analysis can
also be applied to conductive stratigraphic features, though they are lesslikely than fracturesinthe
Amchitka environment.

Another aternativeto the assumption of homogeneity is presented by Dudley et al. (1977) in
theform of atwo compartment hydrologic system ontheisland. They identify ashallow, moderately
permeable, groundwater system that readily accepts recharge and in turn dischargesin springs and
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to streams and lakes. This isin contrast to the deep hydrologic system in the consolidated rocks,
characterized by low permeability and very slow rates of groundwater movement. They believethat
most groundwater beneath Amchitka moves in very local systems to discharge into lakes and
streams, and that Amchitkais drained principally by streams that carry direct runoff and sustained
base flow derived from discharge of the shallow groundwater system to the streams and lakes.
Implementing this conceptual model into a numerical model will result in a dynamic upper
hydrologic layer that is essentially de-coupled from the underlying flow system of interest. The
upper boundary of the degp system would become a leakage boundary from the shallow system, a
subtle difference from the recharge applied in a single-compartment model. The important aspect
of the dual-compartment model, that the abundant precipitation at Amchitka s diverted from the
deep groundwater system, is captured through alow rechargerate in the single-compartment model.
Thereisno suggestion of an unsaturated zone between the shallow and deep systems (no perching),
so that pressure heads can be expected to be continuous. Significant lateral flow in ashallow system
might result in somewhat lower heads at the top of the model domain than simulated with the
single-compartment model here. The net effect of including a discrete upper layer would be to add
complexity and detail in asmall portion of the model domain that is not of concern to the modeling
objective, and would not result in more rapid contaminant transport than the model pursued here.

2.2 Flow Model Parameters and Supporting Data
2.2.1 Hydraulic Conductivity

Datafrom hydraulic testsin exploratory holes on Amchitkalsland are presented and analyzed
inaseriesof reportsrel eased by theUSGSinthelate 1960sand early 1970s (Ballance, 1970a, 1970b,
1972a, 1972b, 1972c, 1973b). Most of the tests involved isolating uncased or perforated cased
intervals of the boreholes with inflatable straddle packers, and injecting or swabbing known
guantities of water. Difficultiesin obtaining firm packer seatsin cased and uncased portions of some
boreholes led to repeated tests in many intervals, and in severa intervals the tests could not be
completed without packer bypass, asnoted by the USGS. The packer intervalsrangedinlengthfrom
18.3t0485 m, with an averagelength of 85 m. The USGS reports present values of relative specific
capacity (RSC), rather than transmissivity or hydraulic conductivity, K, for most of the tested
intervals. As opposed to specific capacity, RSC is derived from a short-duration test of a defined
interval (packed interval). The RSC values reported in the USGS reports are generally estimated
from injection data.

Unfortunately, the RSC data cannot be used directly in groundwater modeling efforts at
Amchitka, which require a description of the hydraulic conductivity of the subsurface. Therefore,
an independent analysis of the hydraulic data reported by the USGS was conducted. All of the
time-recovery plots presented in the USGS reports were digitized and the data analyzed using the
method of Cooper et al. (1967), resulting in estimatesof K for 74 intervalsinthesix availablewells.
From these results, we selected the 42 values of K estimated from swabbing tests where no packer
bypass was noted by the USGS (Table 2.1). Only swabbing test results were included because
injection test results can be biased toward lower values of K if poresin the rock become plugged as
water and suspended material move into the formation during the test. All values of K were
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calculated for standard temperature and salinity conditions owing to the lack of consistent reporting
of salinity and temperature values in the tubing or packed intervals.

Table2.1.  Summary of hydraulic data from straddle packer tests on Amchitka Island.
Depth (m below surface measurement point)

Well Name Interval Interval Static Water  K** (m/d)  logip K Lithology***

Top Bottom Level*

Cannikin Site

UA-1 1596.6 1647.5 6.0E-05 -4.2 Breccia

UA-1 1651.4 1702.9 7.0E-05 -4.2 Breccia

UA-1 1693.5 1753.8 35.0

UA-1 1694.1 1769.4 1.2E-03 -2.9 Breccia

UA-1 1745.3 1805.6 3.1E-04 -35

UA-1 1755.7 1808.1 7.6E-04 -3.1 Basalt

UA-1 1756.8 1968.4 1.9E-03 -2.7

UA-1 1806.3 1859.9 36.4 2.6E-03 -2.6

UA-1 1813.0 1873.3 38.7

UA-1 1834.9 1895.3 37.7

UA-1 1877 19145 1.9E-03 -2.7

UA-1 1896.7 1968.4 36.4 2.8E-03 -2.6

UA-1-HTH-1 80.5 125.0 3.9

UA-1-HTH-1 128.3 179.5 6.5E-05 -4.2 Breccia

UA-1-HTH-1 183.5 234.7 4.0 1.1E-01 -1.0 Breccia

UA-1-HTH-1 2274 278.6 5.7 8.2E-02 -1.1

UAel 487.7 518.2 344 9.0E-02 -1.1 Basalt

UAel 542.6 563.9 344

UAe1l 951.0 969.3 34.2 5.0E-02 -1.3 Basalt

UAel 1531.3 1580.1 331 1.1E-02 -1.9

UAe1l 1645.9 1724.6 35.1 1.2E-02 -1.9

UAel 1648.4 2133.6 339 2.4E-03 -2.6

UAel 1724.0 1784.3 37.7 7.6E-03 21 Breccia

UAel 1922.1 1982.4 4.0E-05 -4.4 Breccia

UAel 1966.0 2026.3 2.3E-03 -2.6

UAel 2027.6 2133.6 1.2E-03 -2.9

Milrow Site

UAe2 379.8 440.1 14.2

UAe2 933.9 994.3 27.0

UAe2 719.3 779.6 4.6E-02 -1.3

UAe2 994.2 1054.6 1.8E-04 -3.7

UAe2 1057.6 1127.8 19.7 1.3E-02 -1.9

UAe2 1057.6 1127.8 25.0

UAe2 1109.5 1169.8 1.8E-03 -2.7

UAe2 1164.3 1224.7 9.0E-04 -3.1
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Table2.1.  Summary of hydraulic datafrom straddle packer tests on Amchitka Island (continued).
Depth (m below surface measurement point)

Well Name Interval Interval Static Water K** (m/d) logio K Lithology***

Top Bottom Level*

UAe-2 1230.2 1290.5 9.0E-04 -3.1

UAe-2 1292.4 1352.6 1.2E-03 -2.9 Breccia

UAe-2 1355.8 1416.1 1.5E-03 -2.8

UAe-2 1521.6 1581.9 1.2E-03 -2.9 Breccia

UAe-2 1621.5 1681.9 4.6E-03 -2.3

UAe-2 1725.8 1786.1 2.0E-04 -3.7 Breccia

UAe-2 1893.1 1980.6 8.0E-05 -4.1

Long Shot Site

EH-5 663.2 724.2 14.2

EH-5 723.6 784.6 16

EH-5 723.6 784.6 16.9

Other Sites

UAe-3 216.4 276.8 316

UAe-3 318.8 357.2 321

UAe-3 527.3 587.7 32.0

UAe-3 1702.6 1747.7 115.0

UAe-3 20324 2098.0 4.7E-04 -3.3 Breccia

UAe-6h 85.0 123.8 229

UAe-6h 85.0 1493.5 32.7

UAe-6h 85.0 2133.6 41.0

UAe-6h 1074.1 1137.5 2.0E-03 -2.7 Basalt

UAe-6h 1236.9 1494.8 2.0E-03 -2.7 Basalt

UAe-6h 1498.7 1589.2 71.0

UAe-6h 1503.3 1746.5 90.0

UAe-6h 1560.6 1614.8 1.9E-03 -2.7

UAe-6h 1617.9 17441 2.0E-03 -2.7

UAe-6h 1702.0 17715 4.7E-03 -2.3

UAe-6h 1774.6 1866.6 9.4E-03 -2.0 Breccia

UAe-6h 1906.8 2116.6 2.7E-03 -2.6

UAe-6h 2019.6 2116.6 4.0E-04 -34 Breccia

Notes: “Measured static water levels from injection and swabbing tests having no packer bypass
** Analysis of USGS data from swabbing tests having no packer bypass
***Listed only for intervals that are entirely within asingle lithologic unit and have an associated K value

The distribution of the logg-transformed K values is shown in Figure 2.1 and is notable for
both its wide range of variability and for its overall relatively low values. Most of the AmchitkaK
values are between 1.0 x 10 and 1.0 x 101 m/d, arange that falls at the lower end of the range of
K values reported for fractured rocks by Freeze and Cherry (1979) and volcanic rocks at the NTS
by Rehfeldt et al. (1996).

Categorization of the K valuesinto lithologic classes suggests that the mean K of the breccias
may belower than the mean K of thebasalts (Figure 2.1). Note that the sum of the number of breccia
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Figure2.1. Distribution of logig-transformed K values estimated from straddle packer test data
collected from Amchitka boreholes. Many intervals contained amixture of brecciaand
basalt and could not be assigned to one lithology.

intervalsand basalt intervalsisless than the total because some intervals contained both, or neither,
lithologic units. In any case, the spatial distribution of these lithologic units is very poorly
understood, and owing to thelack of appropriatedata, thisheterogeneity isnot directly incorporated
inthe flow model. Thetidal fluctuations and water level responsesin UAe-1 are not representative
of layerswith differing hydraulic characteristics, but rather of an averaged system (Fenske, 1972),
supporting this approach. Some variationin K isevident between wells, although the overall ranges
of the data far outweigh these differences (Figure 2.2). There appearsto be atrend of declining K
with increasing depth in two of the wells (UAe-1 and UAe-2), but thisis not clear in al of them,
duein part to the data distribution. The flow models do not include variation of K with depth, asno
consistent quantifiable trends are evident in the data set.

2.2.2 Hydraulic Head

Water levels measured during hydraulic testing are used to represent hydraulic heads at the
depths of the packed intervals (Table 2.1). Unfortunately, the effects of packer bypass and the
incompleterecovery of water level safter swabbingin many testsreduced the number of reliabledata
availablefor characterizing the spatial distribution of hydraulic head; many of the values tabulated
in the USGS reports are noted as “estimated” or “assumed” based on measurements made under
similar conditionsin other intervals or other boreholes. Of the dataobtained from packer tests, only
water levels that clearly indicate static conditions, either prior to an injection test or upon full
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Figure2.2. Variation with depth of hydraulic conductivity values obtained from packer tests.
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recovery after a swabbing test, are used in the flow model calibrations. These water levels are
assumed to represent hydraulic head at the depth of their measurement. The influence of
groundwater salinity and temperature on the measurements is unknown because these parameters
were not consistently reported with the water level data, thus the measured head values could not
be corrected to represent equivalent freshwater heads. This uncertainty increases with increased
depth as the salinity and the heat effects on water density increase with depth.

M easurements of static water levelsin various shallow observation wells are used to augment
the packer test data, which were generaly collected at depths greater than 500 m. Construction
details and exact locations of many of the shallow wells are not available, but water levels
consistently indicate that the water tablelieswithin several meters of ground surface and that heads
decline with increasing depth (Table 2.2).

Table2.2.  Shalow hydraulic head data from the three testing areas.

Name Elevation Depth Bottom Elevation ~ Water Depth  Water Elevation
(m) (m) (m) (m) (m)

Long Shot Site

W-1 42.1 11 40.9 0.0 42.1
WL-1 42.1 2.7 394 0.8 41.3
WL-2 42.1 34 38.7 1.0 41.1
Well-1 42.1 37.8 43 17 40.4
Well-3 42.1 375 4.6 25 39.6
Well-8 42.1 375 4.6 0.8 41.3
Well-9 42.1 100.9 -58.8 4.7 374
USGS 42.1 213.3 -171.3 0.6 415
Dudley #1 42.1 30.5 11.6 42.0*
Dudley #2 42.1 91.4 -49.3 38.8*
Dudley #3 42.1 121.9 -79.8 38.3*
Dudley #4 42.1 152.4 -110.3 37.3*
Cannikin Site

White Alice 88.4 96.3 -7.9 1.8 86.6
HTH-3 52.5 51.2 13 135 39.0
Milrow Site

w8 29.3 16 27.7 04 28.9
W10 34.6 21 325 0.9 337
Wil 34.0 15 325 0.6 335
w14 37.3 21 35.3 16 35.7

*estimated from graph

2.2.3 Porosity

M easurements of total porosity of rocks undisturbed by nuclear test effects were made on 197
core samples obtained from UAe-1, UAe-2, UAe-3, and UAe-6¢ (Lee, 1969ab,c,d), giving an
arithmetic mean of 0.14 and a standard deviation of 0.08 for samples from all depths, and a mean
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of 0.12 and standard deviation of 0.06 for rocks from the deeper Kirilof Point and Older Breccias
(Figure 2.3). These measurements represent the matrix porosity of blocks of basalt and brecciathat
occupy the volume between connected fractures, and are likely to overestimate the effective flow
porosity in the fracture zones themselves. The U.S. Army Corps of Engineers and USGS (1965)
estimated an effective porosity of 1.0 x 102 from hydraulic testing in EH-1, and 1.0 x 103 from
hydraulic testing in EH-5 (both at the Long Shot site). Nork et al. (1965) assumed avalue of 1.0 x
10-3for flow injointsin andesiteand avalueof 1.0 x 102 for combined fracture and interstitial flow
at the Long Shot site. Essington et al. (1970) used effective porosities of 1.5 x 103 to 2.5 x 1073,
By analyzing the response in well UAe-1 to tidal and barometric effects, Fenske (1972) estimated
afracture system porosity of 1 x 103, Dudley et al. (1977) used estimates of fracture spacing and
K data and an empirical relationship developed by Snow (1968) to estimate fracture porosities
between 1.9 x 10 and 6.3 x 104. Though the hydraulic response estimates have the fewest
uncertainties, the lower value of 5.0 x 104 is selected in the present study to represent the fracture
porosity of undisturbed rock at Amchitkato be conservative. Thisisconsidered amean valuearound
which arandom distribution is generated and the porosity effects on transport are eval uated.

Direct measurements of porosity are not available for the chimney regions of the Amchitka
nuclear tests, but indirect estimates have been made. Using hydraulic properties of the surrounding
rock, estimates of chimney infill, chimney dimensions, and measured water level rise, Fenske
(1972) calculated thedistribution of rubble porosity inthe Milrow chimney to be zero (in thepuddle
glass) at the bottom and 0.14 at the top. Claassen (1978) used many of the same types of data, but
adifferent analytical technique, and estimated the distribution of porosity in the Cannikin chimney
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Figure 2.3. Variation of total porosity determined from laboratory tests on core samples.



to be 0.10 near the bottom and 0.04 near the top. Claassen (1978) provides no explanation for the
very different distribution of rubble porosity compared to that of Fenske (1972). Garber (1971)
provides an estimate of chimney porosity for the Bilby test at the NTS, which was detonated in
saturated zeolitized volcanic tuff. By comparing the volume of water removed during a pumping
test with the observed interruption in chimney infill, Garber (1971) estimated the porosity to be
about 0.07 at alevel 110 m above the working point, and about 0.02 at alevel 175 m above the
working point. A valueof 0.07 fallswithintherange of all these estimatesand isselected torepresent
the rubble porosity for the Milrow chimney.

2.2.4 Recharge

Dudley et al. (1977) compared precipitation records and runoff measurements and conclude
that most of the precipitation results in surface-water runoff. They note that the water tableis at or
very near land surface over most of theisland, asindicated by the many lakes and streams and water
levelsin shallow holes. They do note that recharge seems to take place in the months of July and
August, following the two months of lower precipitation in May and June (accompanied by water
table declines). During this period, thereisless correspondence betweenrainfall and runoff, Dudley
et al. (1977) note that the tundra, peat, and fractured and weathered volcanic rock of the shallow
subsurface are permeable and “where unsaturated, are capable of accepting rechargereadily.” They
al so notethat thisshallow groundwater system behaveslocally, discharging in thelakes and streams.
They conclude that recharge from precipitation percolates through the mantle of vegetation and
colluvium, flowing downsl ope along the surface of underlying less permeablevol canicrock toissue
as springs.

Gonzalez (1977) aso evaluated precipitation and runoff and similarly concluded that most of
the precipitation resultsin surface water runoff. Gonzalez observed that the geologic and hydraulic
character isgenerally the samefor all threetest sites. He described the situation asfollows: “ A thick
cover of turf ranging from afew centimetersto several metersthick isdominant over theentirearea.
Annual precipitation of over 90 cm collects temporarily in an abundant number of lakes and
underlying turf before discharging to streams and finally into the oceans. The runoff that occurs
within drainage basins almost simultaneously with rainfalls suggests that the rocks underlying the
turf and shallow lakes are either low in permeability, or are saturated to land surface.” He further
notes that “ probably only asmall amount of precipitation infiltratesinto fractures of deeper rocks.”
Gages in the watersheds surrounding Milrow and Cannikin accounted for 95 and 93 percent,
respectively, of precipitation as runoff. The percentage was lower (57 percent) at Long Shot,
attributed to difficulties in gaging because of the high number of lakes. He aso notes that surface
water base flow is sustained by groundwater discharge from thick surficial materials. He states that
the bulk of groundwater flow occurs at shallow depths, discharging as seeps, springs and into lakes
and streams.

Fenske (1972) used a hydraulic analysis to calculate the recharge rate necessary to sustain the
freshwater lens suggested at UAe-1 from the water chemistry data. He believed the resulting
estimate of 8 cm/yr was high, based on observations of stream discharge.
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Estimates of groundwater recharge are made here using the temperature profiles measured in
several Amchitka Island boreholes. Vertical fluid movement can affect the flux of heat within the
earth. Stallman (1960) presented the basi c equationsfor the simultaneoustransfer of heat and water
within the subsurface and suggested that temperature measurements can provide a means of
measuring fluid velocity. Stallman (1965) presented a method for near-surface temperature
fluctuations, which assumes the transient flow of both heat and fluid. Bredehoeft and Papadopul os
(1965) present the steady-state solution for heat and fluid, which is applicable in deeper systems
where temporal heat variations become negligible. The differential equation for steady-state,
one-dimensional, simultaneous heat and fluid flow through isotropic and homogeneous porous

mediais given by:
92T\ _ (CoPaVz)(aT) _
6?) ( K ﬂw)—o (21)

where T isthetemperature (°C), zisthevertical Cartesian coordinate (positive downward, cm), o
is the specific heat of the fluid (cal/g), og is the density of the fluid (gm/cm3), k is the thermal
conductivity of thesolid-fluid complex (cal cmls1°C1), and V, (cm/sec) isthe vertical component
of thefluid velocity (cm/s). Equation (2.1) is strictly applicablein anisotropic homogeneous, fully
saturated porous media, ask isanon-linear function of thewater content in the vadose zone. Although
not al assumptionsrequired by Equation (2.1) are met at Amchitka, the steady-state, low-porosity, and
near-saturated conditions provide an approximation to the simultaneous movement of heat and fluid.
Bredehoeft and Papadopul os (1965) provide a solution to Equation (2.1) as:

Bz
=Ty exp(f) -1 (22)
ML - Ty ~ exp) -1

where Tgisthetemperature at the uppermost elevation (°C), T isthetemperature at thelowermost
elevation(°C), T isthetemperatureat vertical locationz (cm), L isthetotal vertical thicknesswhere
thermal data are collected (cm), and f=cgogVL/k is a dimensionless parameter that is positive or
negative depending on whether V, is downward or upward. The vertica fluid velocity V; is
determined by non-linear optimization techniques that search for the value of V., such that thereis
aminimum difference between the ensemble observed and simulated temperature profiles.

This model is fit to measured temperature profiles in six Amchitka Island boreholes using a
value of rock thermal conductivity of 3 x 103 cal cm™® s1 °C1, as used by Green (1965) in an
analysisof boreholetemperatures at the Long Shot site. Measurement error of temperaturetypically
follows a symmetric particle density formation (pdf) (i.e. normal distribution with zero mean) and
as such does not have alarge impact on the uncertainty of the recharge estimate. Thisis due to the
fact that the recharge estimates are essentially derived from the temperature gradient, whichimplies
that the errors in the temperature measurements tend to cancel if large sample sizes are used in the
analysis of recharge. The temperature logs were al measured prior to the nuclear tests, but several
months after the completion of drilling (with the exception of EH-3), so they should be reasonably
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representative of natural temperature conditions (Green, 1965; Sass and Moses, 1969). The logs
were run primarily in open holes, so there is the possibility of flow in the boreholes, under natural
gradients, disturbing the thermal profiles. This flow would be downward, and was noted in some
intervals on thelogs, and has the effect of causing apotential error for over-predicting the recharge
rate using this method.

The model shows good matchesto the measured data, particularly in the upper portions of the
boreholes (Figure 2.4), using the estimated recharge rates listed in Table 2.3. Note that these
estimates are many times lower than recharge rates used by other researchers. For example,
Wheatcraft (1995) assumed a value of 10 cm/yr in his models of groundwater flow and mass
transport at Amchitkalsland. Low recharge rates on the island are consistent with the high rates of
surface runoff observed during precipitation events (Dudley et al., 1977). The recharge rate
estimated for the Milrow site using the UAe-2 temperature profileis 0.62 cm/yr, Long Shot is 3.39
cm/yr, and Cannikinis 0.45 cm/yr. As discussed in the flow modeling section, recharge is adjusted
during calibration at each site, and uncertainty in the parameter is retained throughout the modeling
process. The minimum, mean, and maximum recharge values used for each site, based on
site-specific calibration, are asfollows: Milrow 0.319, 2.078, 7.839 cm/yr; Long Shot 0.809, 3.27,
14.09 cm/yr; and Cannikin 0.809, 3.62, 18.89 cm/yr. Themean valuesfor bothMilrow and Cannikin
are higher than those suggested by the temperature profiles, but within the range estimated by
previous workers.

Table 2.3. Boreholes used for estimates of groundwater recharge.

Depth Interval
Borehole Top (M) Bottom (m) Recharge Rate (cm/yr)
UAel 0 500 0.45
UAe2 0 500 0.62
UAe3 0 500 0.75
UAe-6h 0 500 2.48
EH-1 61 305 3.39
EH-3* 61 259 7.75

*The EH-3 log was run immediately after drilling, with the unstable borehole conditions resulting in greater
uncertainty in the representativeness of the log.

An uncertainty analysis was performed on the recharge estimates derived from the thermal
gradients, assuming that the errors associated with temperature measurements are symmetrically
distributed withamean of zero. Theuncertainty analysiswas performed by utilizing the  parameter
derived from the individual inversions from each well. To allow for additional uncertainty in the
inversion process, ranges of 3 were calculated assuming various domain lengths (i.e., shallow and
deeper temperature profiles). Next, the ratio of B/L was calculated, which effectively normalized
the results from different profiles. These ratios were assumed to follow a uniform distribution
spanning the entire range (1.87 x 104 to 3.34 x 103 cm™) calculated in theinversion process. The
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Figure2.4.  Plots of temperature profiles simulated using the groundwater recharge model compared to
temperature profiles measured in the boreholes.
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uncertainty associated with the thermal conductivity was assumed to be uniformly distributed with
amean equal t00.003 cal cm sec'l °C1 (Green, 1965) and arangeof 0.001to 0.005. It isimportant
to note that the thermal conductivity used in thisanalysisis of the solid-fluid complex and the use
of measured values as determined by Green (1965) is more representative of local conditions than
amore generalized basalt conductivity. The relative range used to represent the uncertainty in the
thermal conductivity is similar to the relative range suggested by the reviewer. The uncertainty in
thethermal conductivity and the B/L parameterswere used inaMonte Carlo framework to calculate
the expected uncertainty in the recharge rates. One thousand random independent thermal

conductivity and /L values were drawn from their respective distributions and then fluid velocity
was cal culated according to:

(2.3)

s

_ K
Vz = L coo

where V; is the vertical fluid velocity, P is the shape parameter used in the inversion process, L is
the length of the profile, K isthe thermal conductivity, ¢ is the specific heat of the fluid, and pg is
the density of thefluid. The resulting probability distribution function is shown in Figure 2.5, with
alognormal fit shown simply to note that the distribution has a certain degree of skew which is
caused by themultiplicationintheV; calculation. The results suggest that at a95 percent confidence
level, the recharge values should range between 0.3 to 4.8 cm/yr. The mean and minimum values
used in the model for the three sites fall within this range, though the maximum end of the model
ranges exceedsiit.
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Figure2.5 A lognormal fit to therechargeval ues obtained by the uncertainty analysis of thetemperature
logs.
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2.2.5 Water Chemistry Data

Though not literally a parameter used for the numerical modeling, the chemica data from
groundwater samples at Amchitka are used for assessing the model calibration. The data are
presented in Table 1.2, with adiscussion of the salinity profiles for the three locations.

Collection of representative groundwater samples from deep wells during drilling programs
is very challenging. Samples from discrete depth intervals were generally collected by swabbing
water from azoneisolated by packers. Pumped samples were also collected, but tended to be from
very long intervalsin the boreholes. The primary problem isthe purging of drilling fluids and fluids
from zones other than the one being isolated. Significant differences existed in the construction of
UAe-1 and UAe-2, and are described in detail by Fenske (1972). UAe-1 was drilled with a
water-based mud using normal circulation. UAe-2 wasdrilled with water using areversecirculation
method that limits pressure against the formation and consequent fluid loss. Drilling and testing of
UAe-2 required 105 days, whereas considerable difficulties were encountered in both the drilling
and testing of UAe-1, which required 142 days to complete. Fenske notes that the scatter in the
UAe-1 chemical databelow about 1,400 m below mean sealevel suggests contamination. TheL ong
Shot holes were al drilled using a bentonite mud comparable to that used in oil-field operations
(U.S. Army Corps of Engineers and USGS, 1965). It is noted that the drilling mud in the hole (left
in dueto caving problems) and the mud forced into the formation restricted the flow of formation
water. “Clear water” was never swabbed from EH-5, leading the workers to conclude that all of the
samples collected contained mud.

Giventhedrilling histories and pH values of the groundwater samples, the chemical datafrom
UAe-2 are considered to have the highest quality. Water chemistry data from Cannikin and Long
Shot contain more uncertainty and are less likely to be representative of in-situ conditions. In
addition to the question of the degree of representativeness of the water samples of in-situ
conditions, the use of the chemical data for calibration is subject to uncertainty introduced by
transient flow processes. Dispersion resulting from short period fluctuations due to tidal and
barometric effects can be approximated by adjusting the dispersion term during calibration.
However, if thereis asignificant lag in the response of the chemical system to fluctuations in the
transition zone brought about by climate change, the transition zone midpoint and spreading may
not coincide with those that would be at equilibrium with the hydraulically defined transition zone.
Given that the last major sea level change was in a negative direction (lower sea level due to
glaciation), this may have left a deeper freshwater lens relict of the lower sealevel condition than
would be in equilibrium with the current head configuration.

2.3 Numerical Modeling Strategy

Based on previous experience with large-scale flow and radioactive transport modeling, a
deterministic approach for flow and transport analyses is not considered to be sufficient for the
Amchitka sites. With limited data to support the choice for each individua parameter, the
deterministic approach is inadequate in describing the uncertainty of the processes involved.
Therefore, amulti-parameter stochastic modeling approach is used, through which the uncertainty
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in the model conceptualization and the flow and transport parameters can be addressed to acertain
degree of satisfaction.

The approach used here acknowledges the uncertainty in the parameters and includesit in the
analysis. This allows the contaminant breakthrough curves to contain this uncertainty, expressed as
a standard deviation around a mean value. Including uncertainty from the flow and transport
parameters has been found to be critical to risk assessments, as this source of uncertainty is often
quite large and contributes significantly to overall uncertainty in risk (Andricevic et al., 1994,
Andricevic and Cvetkovic, 1996). Whether the degree of parametric uncertainty isacceptableor not
for the objective of conducting a human-health-risk assessment for Amchitka can be determined
from the results of the risk assessment.

The modeling of the island’s nuclear tests encompasses two major processes: 1) the flow
modeling, which includes density-driven flow, saltwater intrusion, and heat-driven flow, and 2) the
transport modeling, which combines radioactive transport and decay, retardation processes, source
term and glass dissol ution, and matrix diffusion. Modeling each of thetwo processesis fraught with
many uncertainties and difficulties determining the values of the parameters governing these
processes. The final modeling approach and results should, therefore, reflect the best of our ability
to overcome these difficulties and address these uncertainties. The conceptua model and the
modeling strategy that are used to evaluate and address the many uncertainties associated with this
analysis are presented in the following sections.

2.3.1 Modeling Approach

The modeling approach begins with the flow problem that is coupled with saltwater intrusion
and heat effects. One can list the main uncertain parameters that influence the solution of the flow
problem for the velocity field. The list includes, but may not be limited to, recharge, hydraulic
conductivity, macrodispersivity affecting saltwater dispersion, heat parameters, the island
half-width, etc. The impact of any of these parameters is either to change the depth to the
freshwater-saltwater interface or transition zone, or to change the width of the transition zone. In
either case, the velocity pattern changes significantly, which consequently influences the
radionuclidemigration fromthecavity towardthesea. Itiswell known (Pohll et al., 1999; Pohlmann
et al., 1999) that the most influential parameters are those changing the travel time of the
radionuclides from the cavity to the seepage face across the sea floor. However, due to the
complexity of the processes involved, it may be difficult to pre-determine those parameters for
reducing the above list.

For the transport of radionuclides, many processes have to be considered. Hydraulic versus
geochemical release, advection and macrodispersion dictated by the heterogeneous velocity field,
local-scale dispersion, matrix diffusion, retardation and decay are important processes that
encounter alarge number of uncertainties. The uncertain parameters hereinclude effective porosity,
glass dissolution rate, retardation factor, local dispersivity, and matrix diffusion coefficient. Only
effective porosity and retardation change the travel time; the other factors cause plume spreading,
talling effects and reduction of mass fluxes and concentrations. Again, these parameters are
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computed or assumed with large uncertaintiesand as such it isimportant to address the effect of the
uncertainty in each parameter on the transport results.

The approach used hereis of astochastic nature and represents an attempt to eval uate the effect
of input uncertainties on the associated uncertainties of the output. Since the solution to obtain the
velocity field encounters asimultaneous sol ution to the flow and the advection-dispersion equation,
some of the parameters governing transport processes are considered when solving the flow
problem. Thisincludesthe effective porosity and the macrodispersivity values used for the saltwater
intrusion problem.

Consider the four uncertain parameters of the flow model, conductivity, recharge, fracture
porosity and macrodispersivity. Based on available data, calibration results, and results of previous
studies of Amchitka, a best estimate (mean) for each parameter and an associated degree of
uncertainty can be hypothesized. For example, the available hydraulic conductivity data can be
analyzed and tied to the calibration results to yield a best estimate (mean value) for a spatially
uniform (homogeneous) conductivity and the uncertai nty of theestimate. For other parameters, such
as macrodispersivity, the mean value can be obtained in the calibration process where an attempt
is made to match the measured concentration and/or head values. A certain degree of parameter
uncertainty can then be added to the macrodispersivity mean value. For each parameter, a
distribution of random values above and bel ow the mean can be generated using the mean and the
uncertainty range estimated from data or calibration.

The selection of the parameter distributions is dictated by a number of factors. If data are
available, the distribution of a particular parameter should produce the range of values that is
indicated by the data. Calibration results set certain limits to the tails of the distribution of some
parameters, such as recharge and hydraulic conductivity. Also, when a parameter range covers
orders of magnitude, distributions such as uniform or normal are difficult to use for producing this
variability range, and alognormal distribution works better in such cases. In some cases, anormal
or alognormal distribution is used to generate parameter values but the tails of the distribution are
truncated to remove the extreme values that are in violation of certain aspects and assumptions of
the model.

The first stage of the modeling then becomes the evaluation of the effect of each uncertain
parameter on the transport results. Random values of any parameter can be sampled from a
hypothetical distribution toform an ensemble of N valueswith N=100in all cases of thefirst stage.
While fixing all other flow and transport parameters at their mean (best estimate) values, Monte
Carlo simulations are performed for flow coupled with saltwater intrusion and radioactive transport
coupled with matrix diffusion. By analyzing the ensemble of the resulting plumes, a direct
correlation between the parameter uncertainty and that of the results can be established. This
procedureis repeated for all the uncertain parametersin the flow and transport lists. This approach
seems computationally demanding and time consuming. However, only flow parameters require
generating multipleflow realizations. The effect of the uncertaintiesin transport parameterswill be
addressed using a single flow realization and multiple transport solutions using the random values
of the studied parameter. This realization is selected based on setting all flow and other transport
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parametersto their mean values. The final objective of thisfirst step isto filter out those parameters
whose uncertaintieshaveminor effectson thetransport results. Another objectiveisto quantitatively
address the effect of the uncertainty of each individual parameter without any overlap with other
uncertainties. It should be mentioned herethat thefirst modeling stageisonly performed for Milrow.
When thelist of uncertain parametersis selected for the second modeling stage at Milrow, the same
list of parameters will be employed in modeling Cannikin and Long Shot.

Once the set of important parameters is determined, anew set of Monte Carlo simulationsis
designed for the second stage. The flow set will be generated using values for the influential,
uncertain parameters drawn at random from their distributions. That is, for redlization i, all the
values of the flow parameters in the reduced list will be randomly generated based on the
distributions used in the first step or new distributions. The new set of M flow readlizations, with M
between 200 and 300, will be used for the transport simulation such that for realization i, each
transport parameter inthereduced list (if any) will be selected randomly from itsdistribution. Inthis
way, all different combinations between flow and transport parameters can be encountered. For
example, acase with avery high conductivity, avery low porosity and weak retardationis aslikely
to be generated as a case with very low conductivity, very high porosity and strong retardation. The
set of M transport results will be statistically analyzed for each individual radionuclide to obtain
expected mass fluxes, concentrations, and seepage-face location, as well as the associated
uncertainties.

The second modeling stage described above will be performed for the three underground
nuclear tests. One of the important advantages of the proposed approachisthefact that thefirst step
will give an idea about which parameter uncertainty should be reduced the most to significantly
reduce the uncertainty of theresults. Thiswill help asaguidein the event that fieldwork isrequired
to collect more data. The important issue to remember hereisthat the results will be dependent on
theinitial choice of mean and range for different parameters. Since these mean values themselves
encounter large uncertainties as will be seen in the calibration discussion, the results are largely
dependent on this choice.

2.3.2 Code Selection

A large number of codes are avail ablethat can simulate one or more of the processes that have
been identified as potentially important to radionuclide transport beneath Amchitka Island. Many
of the codes are optimally designed for specific portions of the problem, or have enhanced
capabilitiesthat are attractive for some portions of the proposed work. A modeling scheme that will
capitalize on the optimal performance of some codes to investigate individual aspects of the flow
and transport processes has been devised. Information gained from the subtasks of the modeling
effort will be combined into a final conceptual and numerical simulation of the radionuclide
transport. For example, the popular USGS code SUTRA is only availablein two-dimensions and
does not simultaneously solve for heat and solute transport. An aternative selection is FEFLOW,
which is available in three-dimensions and can solve heat and mass transport simultaneously.
FEFL OW comeswith agraphical user interface and an automatic mesh generator for finite-element
discretization. Figure 2.6 shows a finite-element mesh generated using FEFLOW. This figure
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Figure 2.6. A finite-element mesh generated by FEFL OW for the model ed domain showing variable
element size with fine resolution at the location of the transition zone.

highlights two points concerning code capability. First, finite-element solutions are vastly more
optimized for the seawater intrusion problem because the elements can be made very small
throughout the transition zone region without unduly raising the number of elements (and the
computational difficulty). Second, the geometry and parameters can be varied amost
instantaneously in the graphical user interface (GUI) environment and the results easily compared.
For these reasons, the finite-element code FEFLOW is considered the optimal platform for all of
the ssmulations.

The FEFLOW code (Diersch, 1998) is used for the base-case simulations in two dimensions
and for addressing issues involving three-dimensional geometry (including the influence on flow
patterns of fault zones and rubble chimney configuration) and coupled heat and solute transport
(geothermal heat and heat generated by the nuclear explosion). FEFLOW is a finite-element
simulation package available from the WASY Institute for Water Resources Planning and Systems
Research Ltd. that isdevel oped for two-dimensional andthree-dimensional density-dependent flow,
mass, and heat transport processes in groundwater, and is generally well-suited for the Amchitka
problem.

The groundwater flow problem modeled here requires a description of variable density fluid
flow coupled with transport of both salt and heat. The fluid flow is simulated using aform of the
Darcy equation generalized for avariable-density fluid. The approach isformulated in terms of the
equivalent freshwater head, by, and the freshwater hydraulic conductivity, K¢, as

p

hf = m + z (24)

and
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K, = 2%k (2.5)

respectively, where p is fluid pressure, pg is a reference density of freshwater, g is gravitational
acceleration, zis elevation, w is fluid viscosity, and k is the permeability tensor. Ks is calculated
through Equation (2.5) using actual local concentration and temperature effects on density and
viscosity implied by the buoyancy term and the viscosity function, given the appropriate reference
temperature and concentration for the K measurements. The flow equation can then be written for
Darcy flux as

q=—K - (Vhf —p;—opovz) (2.6)

The density-dependent relations in the coupled transport system employs the extended Boussinesq
approximation (Diersch, 1998), wherethe conservation of fluid massisdescribedin thegeneralized
form

SP+V a=Q +QmCT (2.7)

where Ssis the specific storage coefficient (compressibility), Q,, isthe specific source/sink rate of
fluid, and Qeg (C, T) isaterm of the extended Boussinesq approximation that accountsfor temporal
changesin concentration and/or temperature and variation in density in directions orthogonal to the
direction of flow. The representative equation for mass transport is given as (Diersch, 1998)

RiSZ+q* VC -V - (D VO) + QC = Q (2.8)
where Ry is a derivation term of retardation, D is the tensor of hydrodynamic dispersion, C is
concentration, and Q¢ is the source/sink function of mass. The representative equation for heat
transport is given as (Diersch, 1998)

[Opc + (1 = Opsed St + pod = VT = V(ds * VT) + peQy(T — T = Qr  (29)

wheref isporosity, psisdensity of the solid phase, csis specific heat capacity of thesolid phase, Tis
temperature, Agisthermal conductivity of solid phase, Tg is areference temperature, and Qr isthe
source/sink function of heat.

2.4 Flow Model Calibration

The objective of the calibration process is to select the base-case, uniform (no spatial
variability) flow and saltwater intrusion parameters that yield a modeling result as close to reality
(if known) aspossible. Theideathenistoindividually quantify theimpact of the uncertainty of these
parameters and other transport parameters on the movement of radionuclides from the tests to the
seafloor. Thefinal result of thisuncertainty analysisisareduced set of uncertain flow and transport
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parametersthat significantly influencethetransport results (travel times, location of the plumewhen
it crosses the seafloor, etc.). The parameterswith little effect (as compared to those with significant
influence) will not be considered uncertain in the final stage of uncertainty analysis. In that stage,
the values of the selected parameters are chosen at random from the generated distributions. The
calibration is then an important step to identify the best estimate of the uncertain flow parameters,
upon which all subsequent analysisis based.

Given the distance between the tests, each test site is model ed separately. The locations of the
three model cross sections are presented in Figure 2.7. A finite-element mesh is generated for each
model domainasshowninFigure 2.8. Finer resolutionisneededinthetransition zoneregion. Given
that the transition zone can vary substantially in position as aresult of different parameter values,
the entire upper left-hand half of the domain is given the more detailed mesh. The model domains
differ from one another in the topography of the land surface and bathymetry of the seafloor, each
being specific for the given location. These differences are most clearly seen using vertical
exaggeration (Figure 2.9).

2.4.1 Milrow Calibration and Base-case Parameters

Three sets of measured data are used to calibrate the flow model and select the base-case
parameters. Chloride concentration dataat UAe-2 are used to identify thelocation and the width of
thetransition zone. Shallow head measurements that |ocate the water table from four wells areused

Hydrologic
Divide

Cannikin Model

o

Bering Sea

Long Shot Model

Pacific Ocean

Figure2.7. Location of model cross sections for each site. The cartoon eye shows the perspective of
subsequent figures.
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Figure2.9. Topographic and bathymetric profiles used for each site-specific model. The diagramsuse
atenfold vertical exaggeration.
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asasecond set of calibration data. Thethird set isthe deep head measurementsat UAe-2, which are
used to compare with the modeled vertical head profile at the well location.

Thegeometry of the simulation domain and the boundary conditions are shown in Figure 2.10.
Recharge C =

P

Specified Head

Island Center (GW Divide)

K2z
Kex

No-Flow
Boundary

(P =vh)
aC/ax = 0 C=G

No-Flow Boundary dC/dz = 0
-4000
0 8000

Figure 2.10. Geometry of simulation domain and boundary conditions for the flow problem.

Toallow for the sensitivity analysisof uncertain parameters, adomain length of 8,000 misassumed,
which is about four times the island half-width, and a thickness of 4,000 mis considered, whichis
more than three times the thickness of the freshwater lens (inferred from the Cl dataat UAe-2) in
the vertical direction. This provides the flexibility to change model parameters, and thus location
and width of the transition zone, with no boundary effects influencing the resulting solution. The
left-hand boundary is assumed to coincide with the groundwater divide at theidland centerline, and as
such, is assumed to be a no-flow boundary. The bottom boundary is aso assumed to be a no-flow
boundary. The right-hand boundary is a specified head and a constant concentration boundary. The top
boundary is divided into two segments. a freshwater recharge segment representing the island
half-width, and a specified head segment representing the seafloor (bathymetric profile). The
bathymetric profile is best seen using vertical exaggeration as on Figure 2.9.

Thetwo-dimensional domainis considered to be anisotropic (Kyy = Kz) with anisotropy ratio
e = Kux/Kz, and homogeneous (no spatia variability). Spatial variability only appears when accounting
for the chimney porosity and permeability relative to the surrounding area. However, since cdibration
data are based on pre-test conditions, uniform conductivity and porosity throughout the domain is
assumed at this stage. In a typica groundwater flow system, the spatial variability of hydraulic
conductivity leads to a heterogeneous velocity field that exhibits variations at al scales of observation.
Thisrandomly changing velocity between blocks of varying conductivity induces an additional mixing
process that is usudly denoted as dispersion. This large-scale dispersive process can be substituted by
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amacrodispersivity vaue in ahomogeneous conductivity setting. This assumes that dispersion can be
consdered Fickian and macrodispersivities can be used to mimic the dispersive process caused by
gpatid variability (e.g., Gelhar and Axness, 1983; Hess et al., 1992). For this reason and for
computational convenience, a homogeneous domain with anisotropic conductivity vaues is assumed.
Thisisdso justified by the fact that the density-driven flow pattern is very heterogeneous and adding
gpatia variabilities in hydraulic conductivity may only slightly change the flow pattern at and near the
transition zone, which is the zone of importance for transport modeling. In addition, with hydraulic
conductivity data from six wells spaced many kilometers apart on the island, the data abundance and
locations will not support analysis of spatia correlations.

A large number of scenarios have been tested using FEFLOW, in which the homogeneous
hydraulic conductivity and its anisotropy ratio, the recharge and the macrodispersivity are varied and
the results are evaluated and compared to the calibration data. Table 2.4 lists the parameters used in dl
FEFLOW simulations presented in this study. Porosity does not affect the head distribution nor the
location and width of the transition zone; it just speeds up or slows down the convergence of the system
to the steady state. The macrodispersivity values are taken as 350 m and 175 m in the longitudina
and transverse directions, respectively. These values are chosen very large in an attempt to reproduce
the transition-zone dispersion pattern indicated by the chloride data. The initial values of conductivity
and recharge are selected based on the anaysis of the available dataand the variability observed therein,
as discussed in Sections 2.2.1 and 2.2.4. The values are then changed based on the behavior of the
simulated transition zone and heads in comparison with the measurements. Figure 2.11 shows an
example of the FEFLOW output solutions in terms of concentration distribution and transition zone
location (top) and velocity field (bottom). From the results of these tests, asingle set of parametersto
give agood match with al calibration data (shallow and deep heads and concentration data) could not
be identified. Some of these cases are shown in Figure 2.12 for the comparison between the simulated
and themeasured heads. The simulated heads are obtained asfreshwater equivaentsor asenvironmental
heads. Theformer isthe direct output of FEFL OW, whereasthe latter utilizes the actua specific weight
that is dependent on the concentration. The measured head vaues should represent the environmental
head provided no dilution occurs during the measurement process.

Table2.4.  Parametersused in FEFLOW to solve the isothermal density-driven flow problem.

Parameter Value
Freshwater density (KQwater/m3) 1,000
Saltwater density (KQwater/m3) 1,025
Freshwater concentration (C/Cpmax) 2.67 x 1073
Seawater concentration (C/Cax) 1.0
Density ratio 0.025
Diffusivity of solute in fluid (m?2/d) 8.88 x 10°°
Specific storage, Ss 1.0x 104

The concentration distributionin UAe-2 isalso compared to the FEFL OW resultsfor the cases
considered (the comparison is not shown). Concentrations were measured in water swabbed from
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Figure 2.11. Concentration distribution showing transition zone (top) and velocity field as produced by

FEFLOW for one of the Milrow calibration cases tested.

60-m packer intervals during hydraulic testing and therefore represent composite values for the

entire corresponding intervals, and may also reflect mixing with borehole water originating from
other intervals. The comparisons indicate that a certain combination of the input parametersyields

agenera agreement between simulated and measured concentration data, but simulates head values

smaller than measured. The results of this case are shown in Figure 2.13 and Figure 2.14. On the
other hand, Figure 2.15 and Figure 2.16 show very good match for the head, both deep and shallow,
but result in athicker freshwater lensthan what isindicated by the concentration data. To reducethis
thickness, a smaller recharge (or larger conductivity) value is needed, but this results in lower
simulated heads than measured. Changing the anisotropy ratio, e, plays a role as shown in
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Calibration to head data using anisotropic conductivity
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Figure 2.12. Comparison between simul ated and measured headsfor eight casesof different conductivity,
anisotropy ratio and recharge combinations for Milrow.
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Calibration using shallow and deep head measurements
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Calibration with anisotropic conductivity, Ky, = 1.356x10-2nvd, e =30
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Figure 2.14. Comparison between simulated and measured chloride concentrations for a case that gives
the best match to Milrow concentration data.

Figure 2.12, but a parameter combination that would result in matching al the measurements
availablefor calibration could not be identified.

Since the objective of this calibration stage isto select the “ mean” values of the parameters of
concern, and since the uncertainty analysis will vary these parameters around the “mean” value, it
isnot crucial to match all the given calibration data. The uncertainty analysiswill most likely cover
the range of variability that is encountered in the plots of Figure 2.12. That isto say, any one of the
combinations shown in Figure 2.12 will definitely be considered in the range of parameters
employed for the uncertainty analysis discussed in Section 4. Therefore, the case shown in
Figure 2.15 and Figure 2.17represents the base-case scenario, and the parameter val ues represent
the mean values around which the random distributions will be generated. There are two reasons
governing the choice of this case (better match of heads) as opposed to the other case where
concentration data match better. First, since the concentration data may be affected by temporal
changesin seawater level and/or the recharge amount, they may represent athicker transition zone
than represented by the steady-state result of the model. If the transition zone is moving vertically
dueto these changes, an additional spreading of saltwater will occur, leading to this thick transition
zone. Secondly, changing the values of longitudinal and transverse macrodispersivities from 350
and 175 mto 100 and 10 m resulted in atransition zone depth (distance from ground surface to the
50% seawater concentration) closeto what isindicated by the concentration data but with asmaller
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Calibration using shallow and deep head measurements
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Calibration with anisotropic conductivity, Ky, = 6.773x103 nvd, e =10
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Figure 2.16. Comparison between simulated and measured chloride concentrations at Milrow for two
cases of macrodispersivity. Thelarger values (350 and 175 m) yield adeep freshwater lens
and thick transition zone; the smaller values (100 and 10 m) give a shallower lens and
sharper transition from freshwater to seawater concentrations.

thickness (Figure 2.14) and still achieved good match with shallow and deep head measurements
(Figure 2.13).

2.4.2 Long Shot Calibration and Base-case Parameters

Head data are available at a number of wellslocated within 100 m from the working point of
Long Shot. Chloride concentration data are estimated from fluid concentrations at EH-5. The data
are clustered in asmall areaaround the cavity in such away that the data points could be compared
to avertica head profile through the ground zero location. The concentration data points are clustered
between 400 and 700 m below ground surface with chloride concentrations below 500 mg/L. These
data cannot be used to identify the location and/or depth of the transition zone, but at least can be
used as a guide to control the choice of model parameters.

The geometry of thesimulation domainand theboundary conditionsaresimilar to Milrow. The
only difference is the shape of the upper boundary, which is determined by the topographic and
bathymetric profiles (Figure 2.9). The isand haf-width is about 2,128 m for Long Shot, whichis
about 66 m wider than that of Milrow. The finite-element mesh used to discretize the simulation
domain is similar to the other two tests.
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A number of parameter combinations have been tested, as was done for Milrow, and the
response of the model was compared to available head and concentration data. The higher heads at
EH-5 as compared to UAe-2 of Milrow indicatethat alarger recharge-conductivity ratio is needed
for the Long Shot model to match the data. Based on this difference and after running a number of
simulations, the Long Shot calibration resulted in a recharge value of 3.65 cm/year and a
conductivity value of 1.58 x 102 m/d, and thus the recharge-conductivity ratio for this calibration
is about 6.3 x 1073

Figure 2.17 depicts the comparison between concentration and head data and the simulation
results. The concentration datado not provide sufficient information to delineatethe transition zone
location. The simulated concentration distribution at the EH-5 location is well matched, though
dlightly underestimating some of the measured concentrations. The simulated head profile aso
closely matches all the data points collected at different depths from different wells. Since these
wells are located within one mesh element, and the variations of heads between adjacent elements
occur slowly in the horizontal direction, comparing these head datato avertical profile at asingle
location is considered reasonable.

2.4.3 Cannikin Calibration and Base-case Parameters

Two sets of measured data are available to calibrate the flow model and select the base-case
parametersfor Cannikin. Chlorideconcentration dataat UAe-1 are used to helpidentify thelocation
and the width of the transition zone. However, the data are clustered between 1,600 m and 2,000 m
bel ow ground surface with concentrations below 2,000 mg/L. These datacannot be used to identify
the location and/or depth of the transition zone, but at least can be used as a guide to control the
choice of model parameters. On the other hand, head measurements are available for three wells,
UAe-1, UA-1, and HTH-1, which can be used to compare with the modeled vertical head profiles
at the wells' locations.

The geometry of the simulation domain and the boundary conditionsare not different from the
other sites and are as shown in Figure 2.10. The only differenceis the shape of the upper boundary,
which is determined by the topographic and bathymetric profiles (Figure 2.9). These profiles for
Cannikin are different from those for Milrow and Long Shot. For example, theisland half-widthis
about 2,328 m for Cannikin, whereas Milrow and Long Shot have an island half-width of about
2,062 and 2,128 m, respectively. The two-dimensional domainisdiscretized in amanner similar to
Milrow, where the upper left half is assigned a mesh size of 100 m and the other half is assigned a
mesh size of 200 m.

A large number of scenarios have been tested using FEFLOW, in which the homogeneous
hydraulic conductivity and its anisotropy ratio, the recharge and the macrodispersivity are varied
and theresults are evaluated and compared to the calibration data. The macrodispersivity valuesare
taken as 100 m and 10 m in the longitudinal and transverse directions, respectively. The value of
porosity is not important at this stage, as the domain is assigned a uniform porosity and chimney
changes are not considered for the pre-test calibration conditions. Theinitial values of conductivity
and recharge are selected similar to those for the Milrow calibration. However, comparing the
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chloride concentration dataavailablefor Cannikin and the head valuesat UAe-1tothosefor Milrow
and L ong Shot indicatesthat amuch deeper transition zoneismorelikely to bethecasefor Cannikin.
After anumber of trials, the values sel ected for the recharge and conductivity are higher than those
for Milrow, and compared to L ong Shot, the Cannikin conductivity isslightly lower and therecharge
higher. The calibration resulted in arecharge value of 5.48 cm/year (as compared to 1.125 cm/year
for Milrow and 3.65 cm/yr for Long Shot) and aconductivity value of 1.38 x 102 m/d (as compared
to 6.677 x 103 m/d for Milrow and 1.58 x 102 m/d for Long Shot). This resulted in a
recharge-conductivity ratio of 1.09 x 102 as opposed to 4.62 x 1073 for Milrow and 6.3 x 1073 for
Long Shot, and as such, a deeper transition zone is obtained.

Thetransition zone is not the only factor controlling the choice of the calibration parameters.
The head measurementsin the three wells, although not alwaysuseful, provide another criterionfor
calibrating the flow model. In general, the head datafor Cannikin wells indicate higher heads than
observed at Milrow. To reproduce these higher heads, a higher recharge value is necessary as
compared to Milrow. Figure 2.18 shows the comparison between the measurements and the
modeling results for the concentration and head data at UAe-1. The concentration profile does not
match the data collected below a depth of 1500 m. The head comparison for UAe-1 shows that the
simulated heads pass through the range of the measurements, which do not provide a clear vertical
head profile. Figure 2.19 shows the head comparisons for UA-1 and HTH-1. Simulated heads are
matching closely the measured headsfor UA-1, although positive and negativedeviations exist. On
the other hand, simulated heads are higher than measured for HTH-1. The two calibration figures
indicate that simulations result in a compromise in terms of matching the heads at UAe-1, UA-1,
and HTH-1. That is, any increasein the recharge-conductivity ratio will not improve the match for
UAe-1, but will increasethe existing deviationsfor HTH-1. Decreasing thisratio, on the other hand,
may improve the comparison for HTH-1, but will cause larger head deviations for both UAe-1 and
UA-1 and larger concentration deviations for UAe-1. Considering the fact that the quality of the
concentration data at UAe-1 has been a source of suspicion in many studies, and the possible
violation of the steady state assumption for the chemistry profile, compromising in terms of
matching the head data at the three wellsis regarded as areasonabl e calibration result. In addition,
the final modeling stage encounters many realizations that provide awide range of scenarios and
results that encompass most of the data available from the three wells,

2.4.4 Summary of Calibration Results

Thefinal calibrationvaluesaresummarizedin Table 2.5 and thecorresponding transition zones
can be seen on Figure 2.20. The lower recharge-conductivity ratio at Milrow resultsin a shallower
transition zone, consistent with the data. The slightly higher ratio for Long Shot increases the depth
to the transition zone, and the much higher recharge-conductivity ratio for Cannikin extends its
transition zonedeeper still. Again, these different configurationsfor the freshwater-seawater system
are consistent with the data for each site. There may be several contributing factors causing the
variation in transition zone depth from one site to another. One contributor is topography, with the
higher land elevation at Cannikin (23.5 m higher at the Cannikin emplacement well than at Milrow)
resulting in a corresponding higher elevation of the water table, which is very near ground surface
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Figure 2.18. Calibration resultsfor Cannikin well UAe-1 where head and concentration data are compared
to model results.
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at al locations. Another factor is the tendency toward higher hydraulic conductivity values at
Cannikin for agiven elevation relative to Milrow (data are presented in Section 2.2.1). Though the
availability of recharge is not obviously different from one location to another, the ability of the
subsurface to accept and transmit recharge is governed by the hydraulic conductivity.

Table2.5. Summary of calibration parameters.

Test K (m/d) Rech (cm/y) K/Rech AL (m) At (m)
Milrow 6.773x 103 1.125 4.62 x 103 100 10
Long Shot 1.58 x 102 3.65 6.3x 103 100 10
Cannikin 1.38 x 102 5.48 1.09 x 102 100 10

Anasymmetry to thefreshwater lensgeometry hasbeen suggested by other researchers, aswell
as the presence of a deeper freshwater lens at Cannikin (Fenske, 1972a; Dudley et al., 1977). The
impact of thetransition zone on the groundwater velocity field for each siteisshown in Figure 2.21.
Given the very low velocities in the seawater portion of the domain, relatively high groundwater
velocitiesat Milrow are confined to amuch shallower region than at Long Shot and Cannikin with
their deeper transition zones. Not only does the higher velocity transition zone extend deeper inthe
subsurface, but the reach of seafloor acrosswhichfreshwater dischargesis al so extended farther out
to sea. Thus, the freshwater lens ssmulated at Long Shot, and particularly Cannikin, is not only
deeper but more laterally extensive than that ssmulated for Milrow.
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Velocity Field for Milrow Calibration Parameters
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Figure 2.21. Velocity vectorsfor the calibrated flow fields at each site.
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3. CONCEPTUAL TRANSPORT MODEL

The migration of contaminants from the underground nuclear tests at Amchitka involve a
complex system of physical and chemical processes. Some of these processes are poorly understood
and are the subject of ongoing research conducted by the U.S. Department of Energy. For the
analysis of Amchitka, many assumptions were made based on currently available data. A
diagrammatic representation of the transport model source and processes considered is shown in
Figure 3.1.

The contaminants considered consi st of theradionuclides produced by Milrow, Long Shot, and
Cannikin and the daughters created by radioactive decay. The nuclidesareassumed to all belocated
within the cavity. Distribution upward through the chimney region was neglected. Sampling in the
Cannikin post-test hole confirms that the bulk of radioactivity is contained within the cavity region
(Claassen, 1978). In general, the primary effect of spreading the source nuclides through alarger
volume is to disperse and dilute the mass, lowering concentrations.

Radionuclides aredistributed according to their volatility among surface deposits and volume
deposits in nuclear melt glass. Volatile and surface-deposited nuclides are assumed to migrate
immediately after the nuclear test, neglecting the time of groundwater infill, when hydraulic
gradients are directed toward the cavity. Nuclides within the glass are released according to glass
dissolution rates cal cul ated based on vol cani ¢ glass dissol ution behavior and radionuclide melt glass
characteristics. Early time cavity conditions and near-field properties affected by the nuclear tests
werenot consideredintheanalysis, presuming that the scal e of transport considered here (thousands
of meters), renders the calculations insensitive to the near-cavity environment. Residual heat from
atest is considered in a sensitivity anaysis.

Once released, the nuclides are subjected to retardation processes. Diffusion of contaminants
from fractures into surrounding matrix blocksis also considered. Some radionuclides are retarded
by reactionswith aquifer materials. Retardation factors are cal culated from a surface-based sorption

hydraulic release retardation
surface deposits
volatile nuclides

model
source Transport >
volume (glass)
refractory nuclides

glass dissolution decay

Figure 3.1. Flow chart of the transport model source and processes considered.
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constant for the fractures, based on estimates of fracture aperture and distribution coefficients
derived from batch experiments on Amchitka cores. Nuclides were grouped according to assumed
general sorptive behavior and assigned the same retardation factor because radionuclide-specific
data are not available for many of the contaminants in the Amchitka environment. The effect of
colloidal particles on transport behavior was not modeled due to the lack of datato support such
calculations and the observations from other sites that the mass actually transported by colloids
would necessarily be exceedingly small.

The transport calculations are performed using a particle tracking method. Aninitial massis
released and its movement tracked through the model domain, with breakthrough at the ocean floor
recorded. The mass breaking through isthe input needed for arisk assessment model. The effect of
radioactive decay was calculated in a post-processing mode. All of the contaminant masses usedin
the transport modeling are assigned a value of one. The results can then be scaled by the classified
masses available in Goishi et al. (1995), or any unclassified estimates available.

3.1 Source Term and Release Parameters
3.1.1 Radionuclide Source Term

Contaminants from underground nuclear testing can be divided into two broad categories:
radionuclides and non-radionuclides. Primary radionuclides can be attributed to three possible
origins: 1) residual nuclear material that has not undergone afission or a thermonuclear reaction,
2) direct products of the nuclear reactions (fission products and tritium), and 3) activation products
induced by neutron capture in the immediate vicinity of the explosion (Borg et al., 1976). In
addition, radionuclide daughter products are produced by decay of many of the primary
radionuclides.

The radionuclide source terms for Milrow, Long Shot, and Cannikin are included in an
inventory prepared by Los Alamos and Lawrence Livermore national laboratories for nuclear tests
conducted a non-NTS locations (Goishi et al., 1995). This inventory represents the total
radionuclide source term, given the following constraint. Radionuclides are excluded from the
inventory if they are produced in such low amounts or decayed so rapidly that dissolving the total
amount produced during the test into a volume of water equal to the volume of the cavity and
allowing decay for 100 years resulted in an agueous concentration less than one-tenth of the
maximum permissible concentration (MPC) (Smith et al., 1995). This effectively eliminates
radionuclides with half-lives less than about ten years from the inventory.

A shorter list of radionuclides of significance for remedial investigations at the NTS is
compiled considering the 56 radionuclides presented by Goishi et al. (1994) for theNTS, and eight
additional radionuclides with half-lives less than ten years that had been encountered in samples of
cavity fluids (Smith, 1997). This shorter list isbased on the production of aradionuclidein anuclear
test, therelativemobility of theradionuclidedetermined from historical observations, and the health
effects of theradionucliderelativeto atotal body or organ dose. The source term considered inthis
work is comprised of the radionuclides common to the Goishi et al. (1995) inventory list and the
Smith (1997) list of significant radionuclides. Our source containsatotal of 24 nuclides (severa are
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stable), including parents and daughters (Table 3.1). These radionuclides cover the gamut of release
functions and retardation properties (discussed in following sections) and thus can be considered
representative of the full radionuclide source term contained in Goishi et al. (1995).

Table 3.1. List of radionuclides considered for the source-term for Milrow, Long Shot, and Cannikin.

Radionuclide Half-life, years MPC, pCi/L
3H 12.3 20,000
14c 5730 2,000
36C| 3.01x 10° 700

85Kr 10.73 NA
90gy 29.1 8
9Te 2.13x 10° 900
129 1.57 x 107 1
137Cs 30.17 200
151gm 20 1,000
152y 13.48 200
234y 2.46 x 10° 20
238y 4.47 x 109 100
23'Np 2.14 x 106 5
239py 2.41 x 104 8
240py 6.56 x 103 8
241Am" 432.7 10
daughters:
85Rb stable
0y 7.3x103 60
90zr stable
137Ba stable
181y stable
152Gq 1x 1014 NA
236y 2.3x 107 20
23'Np 2.14 x 106 5

" initial 241Pu will be decayed to 242Am and added to its mass

The initial mass datafor the radionuclides produced by the Amchitka tests remain classified
(Goishi et al., 1995) and cannot be presented in a public document. The transport calculations
presented in this report are performed using a unit value for starting mass. The unit-mass-based
transport analyses can be converted to true massin aclassified companion document, when the need
arises.

3.1.1.1 Radioactivity Observed in Cannikin Cavity Water

Of thethreetests, post-test sampling results are only availablefor Cannikin. There-entry hole
UA-1-P1 was completed 106 days after the test and subsequently logged, perforated, and sampled.
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The detailed results of investigations in the hole are reported by Claassen (1978). Gammalogging
identified high activity spikes in the region of the cavity, coincident with a large increase in
temperature. The five perforated intervals span this cavity zone and above, with the uppermost
perforation about 200 m above the cavity size estimated here. Sampling was only performed with
thief samplers, plugging of perforations required surging, and significant borehole flow was
observed, al requiring great carefor interpreting the data. Data collected prior to July 1972 exhibit
the impacts of condensed steam prior to cavity infill and are not interpreted by Claassen as being
representative of saturated cavity conditions. Claassen pointsout that samplesfrom there-entry hole
are probably not representative of bulk cavity water, but that they should be representative of the
isotopes present, but at lower concentrations due to dilution and mixing.

Asexpected, elevated tritium concentrationsare present in the samples (Figure 3.2). Very little
alpha activity was observed in any of the samples. The few exceptions could be accounted for by
natural alphain the drilling fluids used in the hole. Three samples were analyzed specifically for
239py, 240py, 238, and 235U. No plutonium was detected and the uranium-isotope ratio indicated
natural uranium was present in all three. Comparing the gross beta/gammaresults for other waters
on theisland with those from UA-1-P1 finds val ues el evated one to two orders of magnitude higher
inthere-entry well. Some portion of thisisdueto theassociated tritium, asitisabetaemitter, though
Claassen (1978) identifies some shorter half-lived components (half-lifes of 50, 66, and 330 days),
based on decay of the activity with time. Claassen estimates an average distribution coefficient, Ky,
for the beta/gammaactivity of about 2.5x10% ml/g, and atimeto attain sorption equilibrium of about
500 days. Claassen cautions that extrapolation of the radiochemical data to estimate the
radioactive-source water is not possible. As aresult, the source term is defined as described in the
previous section, using the classified data, rather than estimated from the UA-1-P1 sampling results.

3.1.2 Release Functions

Radionuclidesproduced by an underground nuclear test are present in three basic forms: gases,
surface deposits, and volumedeposits (Smith et al., 1995), the proportions of which can changewith
time after the detonation. Immediately after the detonation, essentially all of the radionuclides are
part of a superheated, expanding gas (Borg et al., 1976). When the temperature and pressure start
to drop, many of the gases condense. The condensation occurs based on the boiling point of the
nuclide, with the higher-boiling points (first to condense) referred to as refractory nuclides, and the
lower-boiling point species referred to as volatile. A high percentage of the refractory speciesis
trapped in the solidifying melt, much of which collects at the base of the cavity as “puddle glass.”
These are the volume deposits, whose release is controlled by dissolution of this glass.

Nuclides with somewhat lower boiling points (e.g., Cl, 1) remain volatile longer and are able
to migrate upward through cracksin the rubble chimney. Some portion of these are included within
the solidifying puddle glass, but aportion is aso deposited as coatings on chimney rubble surfaces.
Nuclidesincluded in these surface deposits can be released by relatively rapid processes such asion
exchange, aswell as by dissolution, and thus the surface deposits are more susceptible to leaching
than the volume-deposited radionuclides. |on exchangeand dissol ution of these surface coatingsare

78



20,000 pCi/L

-1300 I

~1400 |- s —
~ | < -
r R
3 -
2
$ -1500 —
e

p

(O]
2 B 7
© | estimated
3] E—H8 7-24-72 o top of cavity
£ -1600— &% 10-18-72 ARV B
c H
2 =--£1-21-73 qﬁf
® - : ] .
S : H
@ 4-—4 5-8-73 il
W i

-1700 |— i ]

& —— test elevation
1800 | | i |
0 2 4 6 8
10 10 10 10 10
Tritium, pCi/L

Figure 3.2.  Tritium analyses for three sampling events in the Cannikin post-test hole, UA1-P-1.
Data from Claassen (1978).

dependent upon the mineralogy of the precipitates and their controlling thermodynamics. The
specific form that these surface deposits take at Milrow is unknown, as well as the conditions
controlling any dissolution reactions. For these reasons, no attempt is made to formulate a
geochemical release function for the surface-deposited radionuclides. Rather, it isassumed that the
surface deposits are immediately dissolved upon contact with groundwater and available for
migration through the groundwater system. This assumption results in an overestimation of the
availability of the surface-deposited radionuclides for transport, as the dissolution and exchange
processes described above may be considerably smaller in magnitude and slower in occurrencethan
modeled. With no geochemical component to the release, the migration from the cavity of the
surface-deposited nuclidesisgoverned by the* hydraulicrelease.” The hydraulic release definesthe
process of re-equilibration of the hydraulic head within the cavity (recovery to static water level
from the depressed condition caused by thetest), aswell asflushing of contaminantsfrom thecavity
by the flow-through of groundwater.
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Some of the radionuclides produced remain in gaseous form (e.g., Kr and Xe) and may be
trappedinsolidifying phasesor dissolvedin groundwater. Other nuclidesare gaseous, but then decay
to anon-gaseous nuclide. In these cases, the preceding decay-chain behavior isan important control
on thedistribution and release of daughter nuclides. For example, both 137Csand %0Sr can befound
in surface deposits throughout the chimney, as well as in the puddle glass, because of gaseous
precursors. Prompt injection is another release process that may transport gaseous species under
early cavity conditions. Gaseoustritium and strontium and cesium precursors may beforced several
cavity radii away from the detonation point through explosion-induced fractures arranged radially
away from ground zero (Smith, 1995). It is uncertain whether refractory speciesare transported by
prompt injection. At Long Shot, tritium and krypton detected in mud pits and relatively shallow
wellsareattributed to early-time gas migration upward through the chimney and into the spall zone,
where the gas then dissolved in groundwater (Castagnola, 1969). No similar gas migration was
detected at Milrow nor Cannikin.

Severa of the processes described above require elaboration to understand how they are
implemented in the transport analysis. Following are additional discussions of the apportioning of
radionuclides between volume and surface deposits, and of the release of radionuclides from the
source.

3.1.2.1 Volume/Surface Mode Designation

Refractory and volatile behavior designations are culled from literature references (Borg et
al., 1976; Borg, 1975; International Advisory Committee, 1998a; Kersting, 1996; Smith, 1995)
whenever possible. For those nuclides with no specific literature reference, volatilities of oxides
(Bedford and Jackson, 1965; Krikorian, 1981) and melting point temperatures are used to assign a
behavior consistent with the volatilities and melting points of known refractory and volatile
nuclides.

A small proportion of nuclear melt glass is not incorporated in the bottom puddle, but is
distributed through the collapsing chimney as aresult of splashes caused by blocks of rock falling
into the puddle, or as fine droplets entrained with escaping cavity gases (Smith, 1995). The exact
amount distributed in this way is not known. Based on broad experience at Lawrence Livermore
National Laboratory, examining glass samplesfrom underground testing (Borg, 1975) estimatesthat
at most only 2to 3 percent of refractoriesarelost from puddle glass. Rabb (1970) found that isotopes
other than 137Cs, 1253h, 957r/95Nb, 147Pm, and 185W were 95 percent or morein the glass with the
remainder elsewhere for the Pile Driver test. The international working group charged with
evaluating the source term for the French underground nuclear tests on Mururoa and Fangataufa
estimated a partioning of 98 percent in melt glass and 2 percent on rubble for plutonium isotopes
and other transuranium nuclides, while French studies of the same tests assumed 100 percent inthe
melt glass (International Advisory Committee, 1998a). Based on these sources, it is assumed here
that 5 percent of the total mass of even therefractory speciesislost from the puddleglass. Thus, the
designated refractory radionuclides have 5 percent of their mass considered surface deposited, with
the remaining 95 percent volume deposited (Table 3.2).
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The distribution of 99Sr and 137Cs is assigned based on fractionation data compiled by Borg
et al. (1976). They list thefractionation index for several radionuclides from testsin different rock
types. The lowest value measured from deeply buried underground tests (neglecting results from
shallowly buried tests in alluvium) for incorporation in the glass is applied to the Amchitka
evaluation. Thus, it is assumed that 20 percent of the 137Csis contained within the puddle glass and
80 percent is surface deposited through the cavity and chimney, and 40 percent of the %0Sr isin the
puddle glass and 60 percent is surface deposited. The higher proportion of 90Sr in the glass as
compared to 137Csis consistent with the difference in the half-life of their gaseous precursors. The
90Kr half-life is 33 seconds, whereas the 137X e half-life is 3.9 minutes, allowing more time for
migration of the mass-137 chain to migrate out of the puddle glass.

Table3.2.  Releaseratios assigned to source term nuclides.

Element Hydraulic Release (%) Volume (Glass) Release (%)
H (Hydrogen) 100 0
C (Carbon) 100 0
Cl (Chlorine) 50 50
Kr (Krypton) 100 0
Sr (Strontium) 60 40
Tc (Technetium) 20 80
| (lodine) 50 50
Cs (Cesium) 80 20
Sm (Samarium) 5 95
Eu (Europium) 5 95
U (Uranium) 5 95
Np (Neptunium) 5 95
Pu (Plutonium) 5 95
Am (Americium) 5 95

The halogens, 36Cl and 129], can be expected to have volatile behavior in the early time, but
thereareal so natural anal ogsinthe geol ogic environment whereby halogensareincludedinvolcanic
glass (Hampton and Bailey, 1984). Asthe steam condenses in the cavity, some of the volatileswill
be trapped and incorporated in the glass. It is assumed here that 50 percent of the 36Cl and 129] is
included in the glass, and the remaining 50 percent is surface deposited. Technetium-99 (°9Tc¢) is
relatively volatile, but has short-lived refractory precursors that are assumed hereto trap 80 percent
of the mass in the glass (International Advisory Committee, 1998a).

By asimilar process, other volatile nuclides are probably entrained in the melt. For example,
the French report that more than 50 percent of the available tritium is captured by their glasses
(Dupuis, 1970, asreported by Borg, 1975). Borg (1975) reports that only asmall (but unquantified)
portion of thetotal tritium produced can be recovered from glasses of tests conducted in saturated
aluvium and tuff. At Pile Driver, Borg (1975) estimatesthat 1.53 gm of atotal 1.8 gm produced by
activation is contained in the melt, but notes that this is considerably less than the total tritium
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available. Given these uncertainties and the importance of tritium to the transport calculations, no
incorporation in the melt glass is assumed here. The size of the carbon dioxide molecule can limit
its inclusion in volcanic glasses, (though carbon monoxide may dissolve; Hampton and Bailey,
1984), and krypton is noncondensable, so these nuclides are also considered subject only to the
hydraulic release function.

3.1.2.2 Release Rate

It is well established that nuclear cavities and chimneys are dewatered and subsequently
refilled, though the process through which the dewatering occurs is largely inferred (Borg et al.,
1976). Within the cavity itself, the depressed water levels probably result from thermal and
compressional forces generated by the nuclear reaction. Following the desaturation immediately
after the test, the cavity and chimney will infill with groundwater flowing radially from the
surrounding saturated rock. While hydraulic head within the chimney isdepressed below that inthe
surrounding aquifer, there is no hydraulic force to drive contaminant migration. Given this,
radionuclides are not expected to exit the cavity and begin transport through the aquifer until after
infilling is completed. At some underground nuclear test sites, the infill process has required
decades, and this time has been accounted for in radioactive decay of the source (Pohll et al., 1998;
Pohlmann et al., 1999). Estimated cavity infill times for Amchitka are relatively short by
comparison, predicted to be 500 days for Milrow based on subsurface hydrologic data (USGS,
1970), and 290 daysfor Cannikin, based on thetimeof infilling of Cannikin Lakewithinthecollapse
sink (Gonzalez, 1977). Given that theimpact of decay over aone- to two-year period isinsignificant
for the half-lives of the radionuclides considered here, transport is conservatively assumed to begin
immediately after the detonation date of each test.

The rock, fission products, and device components that are vaporized by the tremendous heat
and pressure of a nuclear reaction quickly begin to condense and coal esce into nuclear melt glass.
This glass (a solid with no crystalline structure) contains much of the radioactivity produced by a
nuclear test. Radionuclides must be removed from the melt glass to be transported by groundwater.
Available data for predicting nuclear melt glass dissolution are presented in a transport analysis
performed for the Shoal underground nuclear test (Pohll et al., 1998). The approach selected for that
site, and also applied here, isto use dissol ution rates based on anal ogy to the dissolution of volcanic
glass. Thisapproach avoidsthe significant problemsinherent in trying to use datafrom nuclear melt
glass leaching experiments, such as data collected during nonequilibrium conditions.

Dissolution of glass in contact with groundwater collected from the depth interval of 1,169.8
to 1,230.2 m in well UAe-2 (the device emplacement depth was 1,218 m) is expected based on
thermodynamic considerations. The log of theion activity product to the equilibrium constant (log
IAP/K7) for amorphous silicais-1.62. The silicacontent of this particular sample iscomparatively
low, but the next higher sampled interval, at a depth range of 1,057.6 to 1,127.8 m, remains
undersaturated with respect to amorphous silica, despite a higher dissolved silica content (log
|AP/K T of -0.85). Therate equation used to cal culate nuclear melt glass dissolution follows alinear
rate law (White, 1983):
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£ =G+ kt (3.15)

whereT isthe masstransfer of achemical speciesinto aqueous solution per unit surfaceareaof solid
(moles/cm?), Tp isthe mass transfer at zero time, which isafunction of initial surfaceion exchange
(moles/cm?), k is the linear rate constant (moles/cm?s), and t is the time(s).

The bulk composition of volcanic glass and analyzed nuclear melt glassissimilar (Table 3.3).
Though there are no analyses of the bulk elemental composition of Amchitka nuclear melt glass,
nuclear melt glass tends to resemble the bulk rock composition because there is no appreciable
migration of major elementsfromacavity region (Schwartz et al., 1984). Chemical analysisof rocks
collected from the working points of Long Shot, Milrow, and Cannikin are 49 to 62 percent SIO»
and 15to 16 percent Al,O3 (Table 3.3). Thiscompositionis closest to that of thetrachytic glassused
by White (1983) in his dissolution experiments, so that the dissolution constant used hereistheone
determined from hisexperiment T-2, at apH of 6.2, withak; of 0.97 x 10-1> moles’ecm?sand aninitial
exchange value, Ty of 0.34 x 10 moles/cm?.

Table3.3.  Comparison between chemical composition of natural volcanic glass, nuclear melt glass, and
bulk rock composition at the Amchitka testing intervals. Mgor and trace element
composition in terms of oxides, given as weight percents.

SO, Al,O;  FeO MgO Ca0 NagO K,0
Perlite’ 74.2 14.1 0.15 0.49 1.0 4.0 4.8
Obsidian* 76.0 13.8 0.40 0.011 0.21 4.4 45
Trachytic’ 62.8 15.2 1.3 0.38 1.1 8.4 5.1

Nuclear Melt  73.1(4.9) 14.2(25) 1.18(159) 0.22(0.27) 1.06(0.86) 3.49 (1.68) 6.6 (4.2)
Glass’

Long Shot, 53.8 15.8 4.2 4.0 54 3.8 25
725mtT

Milrow, 61.5 15.0 35 22 16 57 3.6
1,221 mft

Cannikin, 48.9 145 75 57 8.3 4.3 0.95
1,785 mft

"Glassy volcanic rocks, as reported by White (1983)
T Average of six nuclear melt glass samples, as reported by Smith (1995), with standard deviations in parentheses
TT Analyses of rocks from the working points of the respective tests from Gard (1972)

With the dissolution rate constant given on a per unit surface area basis, the specific surface
areaisavery sensitive term in the dissolution equation. It is also a parameter that is poorly known
from experimental work and wholly unknown for in-situ cavity conditions (Pohll et al., 1998). This
uncertainty is addressed by considering a distribution of specific surface areas, leading to a
distribution of releaserates. The mean value used here, 25 cm?/gm, isequival ent to theval ueleading
to the glass release used in the evaluation of the French underground tests on Mururoa and
Fangataufa (International Advisory Committee Working Group 4, 1998). Thisvalueisbetweentwo
extremes evaluated elsewhere for specific surface area of nuclear melt glass. Essington and Sharp
(1968) measured specific surface areafor larger particle sizes of nuclear melt glass collected from
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the Rainier test and reported a value of 500 cm?2/gm, but concerns have been raised regarding the
lower limit of detection of the instrumentation used at that time. This high specific surface areais
used to derive the upper bound on the release rate. Recent work eval uating the melt glass produced
by the Cambric test (Tompson et al., 1999) applied studies of nuclear waste glass surface area to
postul ate much lower values of specific surface area (approximately 0.52 cm2/gm). The lower end
of the release rate distribution considered here, 4 cm2/gm, is conservatively an order of magnitude
higher than the Cambric value. The range evaluated here (4 to 500 cm2/gm) coincides reasonably
well with the range of 10 to 100 cm?/gm expected as the recommended range for hydrol ogic source
term modeling in recent research into melt glass surface areas (Bourcier et al., in prep).

The total mass of glass available for dissolution is estimated based on a relationship of 700
metric tons of glass produced per kiloton yield (Smith, 1995), and maximum estimates of 80 kt,
1,000 kt, and 5,000 kt for Long Shot, Milrow, and Cannikin, respectively (U.S. DOE, 2000). The
resultant thousands of metrictonsof glassareassumed to haveagramformulaweight of 60 gm/mole
and density of 2.65 gm/cm3. The dissolution is calculated iteratively to account for the continual
reductionindissolution asthetotal surfaceareaisreduced. At eachtime step of oneyear, theamount
of dissolution is calculated. That lost mass (mass transferred from glass to solution) is then
subtracted from the initial mass of that time step to determine the new (reduced) total mass and
related (reduced) specific surface area necessary to determine the amount of mass lost in the next
timestep. Asthe massand surface areaget smaller, less dissol ution occurswith eachtime step, with
that reduction expressed as an exponential decline. Particles are released into the flow field
according to an exponential function to approximate the glass dissol ution process (thisiselaborated
in Section 3.3). Therelease coefficient, ky, isthe product of the specific surface area, thedissolution
rate constant, and the gram formula weight. The derivation of ky from Equation 3.1 is given in
Appendix B. This approach for handling glass dissolution assumes adequate flow of groundwater
such that saturation with amorphous silicais not reached in the water. If thisassumption isviolated,
even slower dissolution of the puddle glass than used here would result.

Using themean kg valueof 2.44 x 1077 days 1, about 50 percent of theglassintheMilrow cavity
is calculated to be dissolved after approximately 15,000 years (Figure 3.3). More mass is dissolved
in early time, with atrailing tail in later years. At the upper end of the release rate distribution
(specific surface areaof 500 cm?/g and kg Of 2.5X 106 day1), 50 percent of the mass has dissolved
after about 600 years, while it requires aimost 100,000 years to dissolve half the mass at the lower
end of thedistribution (specific surface areaof 4 cm?/g and kg of 1.6 X 108 day1). The other extreme
value of 0.52 cm?/g (i = 2.6 x 10°° day1) used by Tompson et al. (1999) requires hundreds of
thousands of years to dissolve half the mass; only 9 percent is dissolved at 100,000 years. These
calculations neglect rate-reducing processes such as protection of the glass from additional
dissolution by the formation of a mantle of reaction products.

Nuclear melt glass dissolution for underground tests in the Pacific, including the French tests
in the South Pacific and thetests at Amchitka, was examined by Smith and Bourcier (1999). Though
they selected a higher rate constant than used here, their estimate of surface areawas much smaller
(0.07 cm?/g), resulting in an estimate of 6.7 x 106 years to dissolve al the melt glass within
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Amchitka. The rate and specific surface area used in the present study result in dissolution of 98
percent of the glass before 100,000 years, for each test (Figure 3.3). For comparison, Smith and
Bourcier (1999) estimateaglass dissol ution constant of 7.5 x 107 yearsfor Mururoaand Fangataufa,
whereas the |AEA use a glass lifetime of 405,000 years.

3.2 Retardation

Radionuclides that are dissolved in groundwater and available for transport are subject to a
variety of physical and chemical processes that can retard their movement relative to the movement
of water. Together, these processes are referred to as retardation and include ion exchange,
adsorption, and surface and bulk precipitation. Sorption and matrix diffusion are powerful
retardation mechanisms that need to be incorporated in the transport analysis. The data necessary
to consider individual reactions are not available for the Amchitka tests; instead, a bulk sorption
approach is used to approximate chemical processes. This approach is limited to
equilibrium-controlled processes. Kinetic processes, particularly diffusion, can be important in
controlling therate of other retardation processes and may result in additional significant inhibition
of radionuclide transport. The supporting data for sorption, and how it is applied to the modeling,
are presented first, followed by a discussion of the treatment of matrix diffusion.

Thedistribution coefficient, Ky, isameasure of partitioning of anion between the solutionand
the solid under equilibrium conditions. Distribution coefficients were presented for abasalt sample

Figure 3.3.
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from Amchitka by Nork and Fenske (1970). They report Ky valuesfor Sr (1.07 x 106 m3/gm) and
Cs (6.5 x 106 m3/gm) for the basalt in contact with seawater.

Given the important role such Ky values would play in estimating migration, validation and
refinement of the sorptive properties of the aquifer matrices of Amchitka are performed through a
new series of experiments. The experiments are conducted using cores from Amchitka drillholes
with synthetic groundwater based on chemical analyses of groundwater from well UAe-2 from the
interval 1,530to 1,590 m below land surface. Thisgroundwater isrepresentative of thecomposition
below the transition zone; it is similar to seawater. This is chosen because sorption can be
significantly reduced by the competition for reaction sites with higher ionic strength waters, and
therefore will result in more conservative (lower) distribution coefficients than experiments with
water simulating thefreshwater lens. Two aquifer materialsareinvestigated: basalt and breccia. The
basalt core is from the Cannikin emplacement well, UA-1, at adepth of 1,819 m. The brecciacore
is from the same borehole at a depth of 1,885 m.

It isimpractical to run individual sorption experiments for all of the elementsin the nuclear
source term, plus daughter products, especially given the hazardous and controlled nature of many
of the elements. Rather, surrogates are identified to approximate the actual source term. Strongly
and moderately binding cations (Ilead and cesium, respectively) are evaluated for their affinity for
the different aquifer materials. Previous investigations (Pohll et al., 1998; Pohlmann et al., 1999)
also examined anion reactions, but they were found to berelatively insignificant eveninfreshwater
aquifers, so are not included here. Initial work with strontium resulted in dissolution of strontium
from the rocks themselves such that it is assumed that no significant sorption would occur and thus
no further experiments are performed.

The details of the sorption experiments can be found in Appendix C. In general, the sorptive
behavior of the brecciais greater than that of the basalt, consistent with the greater reactive surface
areaidentified in the characterization analyses. Sorption of cesiumisessentially non-existent on the
basalt material at the high-ionic strength used. Cesium is apparently unableto successfully compete
with other cationsfor exchange sites, consistent with the low sorption reported by Nork and Fenske
(1970) for experiments conducted with seawater. Additional scoping experiments at lower ionic
strength (0.01 molar NaN O3, as opposed to 0.5 molar) confirmed that cesium would sorb under less
saline conditions, as would be encountered above the seawater transition zone.

Despite the high ionic strength of the solution, lead is able to sorb onto the aquifer material.
The linear and Freundlich isotherm parameters for lead are givenin Table 3.4. Non-linearity of the
sorption isotherms is not severe, asindicated by the Freundlich parameters, particularly for results
inthe pH range of most groundwater samples (pH of 7to 8). Lead sorption isstrongly pH dependent,
varying by two orders of magnitude across the pH range of 6.0 to 9.0. The values of pH reported
for Amchitka groundwater are generally in the range of 6.5 to 9.0 (Beetem et al., 1971). A few
groundwater samples have anomalously high pH measurements, suggestive of contamination
during cementing operations. A compilation of data from water samples collected from nuclear
cavitiesand near cavitiesindicates pH values near neutral to slightly basic, consistent with regional
groundwater in the testing areas (Smith et al., 1997).
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Table3.4. Linear and Freundlich isotherm parameters for lead sorption. Experimental details and
discussion arein Appendix C.

pH Rock type Kg (m>/gm) K¢ (gm/gm)(gm/m3)Tm 1n
6.0 basalt 2.14 x 104 2.60 x 104 0.77
breccia 3.17x 104 3.19x 104 0.67
7.0 basalt 4.92 x 104 5.75x 104 0.92
breccia 5.87 x 104 5.25 x 104 0.72
8.0 basalt 1.91x 103 2.28x 103 1.06
breccia 1.66 x 103 2.09 x 103 0.96
9.0 basalt 1.59 x 102 8.83 x 102 153
breccia 1.43x 102 3.28 x 102 132

3.2.1 Assignment of Distribution Coefficient

Sorption experiments are only performed for strontium, cesium, and lead. The radionuclide
source considered here (Table 3.1) includes many more elements, with thetotal radionuclide source
term even more. Those elements that were not subject to the experiments are assigned Ky values by
assuming analogous sorptive behavior to those elements with data. This process requires
assumptions regarding the likely chemical forms to be found, and obviously includes substantial
uncertainty. The resulting sorption assignments are given in Table 3.5.

Table3.5.  Assignment of sorption behavior to radionuclide source elements.

No Strongly
Element Sorption Sorbing Cation

H (Hydrogen) X
C (CO3) (Carbon)
Cl (Chlorine)

Kr (Krypton)

Sr (Strontium)

Tc (Technetium)

| (lodine)

Cs (Cesium)

Sm (Samarium)
Eu (Europium)

U (Uranium)

Np (Neptunium)
Pu (Plutonium)
Am (Americium)

X X X X X X X

X X X X X X

The laboratory analogue for the strongly sorbing cation is lead. In comparative studies of
laboratory sorption data, leadisgenerally weaker sorbing, often by an order of magnitude, compared
to some of the elements assigned here (e.g., U, Pu, Np, Am) (Stenhouse and Pottinger, 1994).
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However, it should be noted that uranium, and to a lesser degree neptunium, had lower sorption
affinities under some conditionstested for YuccaMountain (Triay et al., 1997). The more reduced
conditions likely in the deep aguifers at Amchitka can be expected to promote stronger sorption
affinity ascompared to the oxidized unsaturated zone at YuccaMountain. No sorptionisapplied for
strontium and cesium, based on the laboratory study, nor for hydrogen (tritium), carbon, chlorine,
krypton, technetium, or iodine, based on their characteristics and previous studies.

To follow the in-growth of daughters along decay chains, it is necessary in the modeling
processto use the same sorption behavior assigned to the parent for the daughter becauseradioactive
decay (and daughter ingrowth) are handled in post-processing (individual radionuclides are not
tracked during transport, only six solute classes as discussed in the modeling section). In one case,
this causes a retardation assignment that is contrary to the expected behavior: 85Rb would be
expected to be strongly sorbing, but instead is modeled with no retardation due to the behavior of
its parent, 85Kr. This is a conservative assumption that |eads to overestimating the concentrations
and fluxes of 85Rb.

3.2.2 Calculation of Retardation Factor

Despitetherelatively large porosity indicated for the Amchitkaformations from core data, the
conceptualization of the aquifer considers the bulk of the flow to be through fractures. The
dimensionlessretardation factor (R) in cases of fast reversible adsorption with alinear isotherm can
be represented for fracture flow conditions by:

R=14+Ka (3.16)

where Ky [L] is a surface-based sorption constant (Ka = Kg/Agq) and b [L] is the mean fracture
half-aperture (Freeze and Cherry, 1979; Moreno et al., 1988; Frick et al., 1991). Equation (3.2) is
only valid for fractured materials in which the porosity of the solid mass between fractures is
insignificant (Freeze and Cherry, 1979), an assumption that may well be violated based on the
porosity measurements for the core.

Estimating a partitioning coefficient from the lead sorption experiments using basalt and breccia
as sorbents under pH conditions ranging from 6to 9, aKy of 1x 103 m3/gm and an Ay, of 2.4024 m?/g
are used to caculate a Ky of approximatdly 4 x 104 m. No measurements exist for the fracture
half-aperture, b. Scoping transport calculations for the NTS estimated fracture apertures for permeable
tuffs to range from 2 x 104to 6 x 104 m (GeoTrans, 1995). Fracture apertures at Yucca Mountain are
estimated from 6 x 106 to 6.7 x 10° m (Peters et al., 1984). Snow (1968) evauated igneous and
metamorphic rocksto 120 m depth and concluded that openingslarger than 4 x 10> mwould beunusudl.
The IAEA used afracture aperture of 1 x 103 m in the South Pacific work. The same aperture value
of 1 x 103 m is used here (haf-aperture of 5 x 104 m). Using these vaues yielded a retardation
coefficient for strongly sorbing cations (lead) of approximately 1.8.

When retardation occurs within the matrix blocks, it is represented by the following equation
(Freeze and Cherry, 1979):
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Pp
Rn=1+—K
m L (3.17)

where Ry, is the dimensionless retardation coefficient in the matrix blocks, Ky [L3/M] is the
distribution coefficient, oy, is the bulk density [M/L3], and 6, is matrix porosity. A bulk density of
2.3 gm/cm3 is used, based on 99 measurements on core materia from UAe-2, UAe-1, UAe-3, and
UAe-6 (Lee, 1969a,b,c,d). Thisvalueisrepresentative of the bulk density of the brecciaformations,
the basalt density is higher (2.5 gm/cm?3) and would lead to alarger retardation value. The porosity
used is also based on core measurements, avalue of 0.12, the mean of 149 core measurements for
the deeper Kirilof Point and Older Breccias formations. Given that the matrix retardation
formulation leads to high values of R, a partitioning coefficient half of that used in the fracture
retardation is applied here, 5 x 104 m3/gm, which is still within the range of experimental results.
These parameter values lead to an Ry, value of approximately 9,000.

3.2.3 Matrix Diffusion

Matrix diffusion isapotentially important masstransfer process by which solutes areremoved
from high-velocity fracture flowpathsinto the surrounding matrix. With the decay of radionuclides,
long residence times in the rock matrix actually reduce the mass of contaminant, as well as retard
the effectivevelocity. The numerical approach for simulating matrix diffusion is presented in alater
section, whilethe parameter values are discussed here. The matrix diffusion parameter, k, used here
is defined as

« = OmyDnRm (3.18)

b

where D", (L2/T) is an effective diffusion coefficient in the rock matrix, b (L) is the fracture
half-aperture, 6, (L3/L3) is the rock matrix porosity, and Ry is the dimensionless retardation
coefficient intherock matrix. The approach to cal culating Ry, for sorbing radionuclidesisdescribed
in the previous section. The approach used for estimating k iSto derive the best estimate based on
available information, then consider conservatively lower values to address both data uncertainty
as well as model assumptions (such as an infinite matrix, as discussed in the approach section).

Matrix diffusion can be expected to be asignificant transport process through the volcanics at
Amchitka because the porosity of the matrix blocksis relatively high. Core measurements on 197
samples from Amchitka boreholes have a mean porosity of 0.14 with a standard deviation of 0.07,
with the deeper units (Kirilof Point and Older Breccias) having an only slightly lower mean at 0.12.

Effective diffusion coefficients are measured on cores from Amchitka, with the details provided
in Appendix C. For the conservative ion, bromide, the measurements range from 1.72 x 106 cm?/sto
9.23 x 106 cm?/s. Diffusion coefficients for basically non-sorbing speciesin materials from Yucca
Mountain and the NTS range from 1.0 x 107 to 3.5 x 106 cm?/s (Triay et al., 1993; Walter, 1982).
These experiments were conducted with fresh surfaces of various volcaniclithologies and involved
matrix porosities between 0.06 and 0.4. The recent tracer experiments in the fractured lavas at the
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BullionsiteontheNTSresulted in estimatesof diffusion coefficientsof 1.4x 107t01.9x 10/ cm?/s
(IT Corp., 1998). The diffusion of tritiated water through saturated devitrified tuffsis found to be
ontheorder of 106 cm?/s, whilelargeanionsthat are excluded from tuff poresdueto size and charge
still record diffusion coefficients on the order of 107 cm?/s (Triay et al., 1997). The IAEA, inits
evaluation of radionuclide diffusion into volcanics at the South Pacific French underground testing
sites, used a diffusion coefficient of 1 x 107 cm?/s (IAEA, 1998).

As in the retardation calculation, the fracture half-aperture probably presents the largest
uncertainty in the matrix diffusion calculation. Larger fracture apertures are more conservativein
the calculation (inhibit matrix diffusion), but are difficult to justify at depths of hundreds of meters
due to overburden pressure. A half-aperture of 5x 104 m is used for the diffusion calculations,
implying fracture openings of one millimeter at depths in excess of 1,000 m.

Combining the val ues described above leadsto amatrix diffusion parameter, «, of 1.37 day 12
for nonsorbing solutes (6, of 0.12, D*py, of 3.27 x 10-> m%/day, b of 5x104m), and ak of 130 day /2
for strongly sorbing cations (including the Ry, of 9,000). The parametric uncertainty analysis of the
transport modeling considersaminimumk of 0.0394 day~Y/2, maximum of 1.37 day Y2, with amean
of 0.352 day-Y/2 for nonsorbing sol utes. The upper end of thisrangeisequivalent to the best estimate
derived above, and the lower end is aimost two orders of magnitude lower.

In the main transport modeling stage, « is not varied and is assigned the value of 0.434 day 12
for nonsorbing solutes. Thisisconsistent with the parametersabove, except the diffusion coefficient
is taken an order of magnitude lower (6, of 0.12, D*, of 3.28 x 10® m%/day, b of 5.0 x 104 m).
Strongly sorbing cations are assigned a k value of 41 day Y2, consistent with an Ry, of 9000. As
presented later in the report, a sensitivity scenario was evaluated using a k value for nonsorbing
solutes of 0.0434 day™Y2. In this sensitivity analysis, sorbing solutes are also considered (Ry, of
9000), using ax of 4.117 day 12,

3.3 Solving the Contaminant Transport Problem

Transport of anonreactive solute in saturated porous media of constant porosity is described
by:

aC(X, 1)
ot

+ V - [COX H)V(X)] =V * [D(X) VC(X,t)] = O (3.19)

where C(X, t) represents concentration, V(X) isthevelocity vector at |ocation X and D(X) represents
the diagonal of the local hydrodynamic dispersion tensor. The components of D(X) are given as
(Bear, 1972)

A% .
where §;j isthe Kroneker delta (6j =1 for i=j and §j =0fori= jy o andar arethelongitudinal and

transverse local dispersivities, |V|isthe magnitude of velocity, and D* isthe effective coefficient of
molecular diffusion.
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Several numerical approaches can be used to solve the transport equation, for example, finite
differences, finite elements, method of characteristics, and random walk particle-tracking methods.
In this study, the random walk method is used to simulate the transport and evolution of
radionuclides in the generated random velocity fields. The injected massis replaced with alarge
number of particles NP of equal mass mthat are tracked in the space-time domain. Theinitial mass
is assumed to be unity and is represented by 20,000 particlesin all the transport simulations.

The positions of the particles are updated at each time step according to the random walk
eguation (Kinzelbach, 1988; Tompson and Gelhar, 1990)

Xoo e = Xe + [V(X¢, 1) + V * DV(X;, )AL +

DIX, (3.21)
0

2DV, , )4 * Z + D)ve
where X; 4+t 1Sthe updated position of the particlethat was at X; in the previoustime step, V(X;, t) is
the velocity vector at the old position at timet, D is the local-scale dispersion tensor, At isthetime
step, O isthe spatially varying porosity (between cavity/chimney and the surrounding rock), and Z is
avector of normally distributed random numbers of zero mean and unit variance. Thefirst termon
theright-hand side of Equation (3.7) represents theadvective step and the second term adds the effect
of the gradients of the dispersion tensor on the particle movement. This latter term is important if
sharp fronts exist and whenever the gradient of D is significant. The term involving the porosity
gradient accounts for the porosity variability in the modeled domain. The last term represents the
contribution of local-scale dispersion and Brownian diffusion to the movement of the particles.

The need for incorporating the gradient terms for the dispersion coefficient and porosity in
Equation (3.7) arisesdueto the spatial variability of thetwo parameterswithinthe modeled domain.
These gradient terms assume that this variability is sufficiently smooth that one can define these
gradients at any point in space. However, when abrupt changes occur in space, as is the case here
dueto the cavity and chimney formation, these gradients cannot be defined at theinterfacesbetween
varying blocks. An alternativeto computing these gradient termswasrecently proposed by LaBolle
et al. (2000), where they developed a stochastic partial differential equation that is valid for
discontinuous properties such as dispersion and porosity. They aso integrated these equations with
the random walk particle-tracking method, which resulted in an algorithm that avoids the
computation of gradient terms. We show in Section 6 the details of this modified approach and
compareit to thetraditional gradient-based approach (Equation 3.7). It was found that the modified
approach, which is believed to be more accurate, leads to lower mass flux compared to using
Equation (3.7), and as such we remain conservative and use Equation (3.7) throughout this report.

The output velocity fields of the FEFL OW solution are obtained at an irregular finite element
mesh. However, for convenienceand simplicity in computations, thevel ocity valuesareinterpol ated
on auniform grid. The particle velocities needed in the above equation are then obtained by using
abilinear interpolation scheme using the velocities at the four grid points surrounding the particle
location. The numerical issues and accuracies associated with this interpolation are discussed and
evauated in detail in Section 6.
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The nuclides are assumed to al be located within the cavity. In the case of Long Shot, this
equates to four grid cellsin the cross-sectional model; four at Milrow, and nine at Cannikin. Since
the radionuclides are divided among surface deposits that can be released viahydraulic release and
volume deposits, which are trapped in a puddle glass, the treatment of particles representing both
categoriesisdifferent. Assume that p isthe percentage of mass released hydraulically, and thus 1-p
representsthemassintheglass. If thetotal number of particlesisNP, thenanumber of particlesequal
to p x NP is released instantaneoudly (at time O, which is equivalent to the test date) into the flow
field and is subject to all the processes involved (advection, local dispersion, retardation, etc.).
Particlesintheglass, (1-p) NP, arereleased in patches according to the glass release coefficient, ky
(T'1) (see Appendix B). Therefore, the number of particles released at any time, t > 0, is obtained
from the expression

NP = [(1-p)NP] * [(1-e7)~(1~e7*(=1Y] (3.22)

where NPE3 isthe number of particlesreleased from the puddle glass at timet >0. Attimet =0, no
particles are released from glass and only those released via hydraulic equilibrium are allowed to
move with theflow field. Figure 3.4 depicts the number of particles released at every time step for
ascenario of 95/5 glass/’hydraulic release and atotal number of particlesof 20,000. Thevalue of the
glass dissolution rate, kg, in thisfigureis 1.17 x 107 day™1. The top plot of Figure 3.4 shows that
the number of particlesreleased at t = 0 (denoted by the square symbol) is 1,000, which represents
the hydraulic release (0.05 x 20,000). No particles are released from the puddle glass at thistime.
After one time step (e.g., 40,000 days), an initial patch of particlesis released from the glass and
is equivalent to about 860 particles. This number decreases exponentially until all the mass is
released. As the time progresses, the glass dissolution decreases and thus the number of particles
released to the flow field becomes smaller. The lower plot in Figure 3.4 shows the cumulative sum
of the particles released at any time. After about 200 time steps (21,900 years), amost all the
particles representing the glass were released. However, the transport simulations in the second
modeling stagefocus on atime scale of about 2,200 years, whichisfound to encounter the peak mass
flux and concentration for most of the cases considered. Thisimpliesthat only avery small portion
of themass trapped in puddle glassis rel eased to the system and the rest contributes to the mass flux
and concentration values at a much later time. Radioactive decay associated with these long times
does not allow for a higher peak flux than what occurs within the first 2,200 years.

Using the particledistribution at every time step, threetypesof information are obtained. First,
the total mass-flux breakthrough, Q(t), is obtained for the control plane, which is taken to be the
seafloor described by the bathymetric profile. The total mass crossing that boundary is computed
at every timestep and then normalized by theinitial injected mass, Mg, toyield thetotal relativemass
flux as a function of time. The second type of information represents the normalized point solute
flux crossing the seafloor as a function of location and time, g(x, t). Figure 3.5 shows the
conceptualization of the transport scenario and the computation of thetotal and point massflux. The
particles are released from the cavity by either hydraulic release or glass dissolution. They are
subjected to advection, dispersion, retardation, matrix diffusion and radioactive decay. When they
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Figure 3.4.  Releaseof particlesby glassdissolution rate. The square symbol indicates the number
of particles released hydraulically, the top plot indicates the number of particles
released at each time step and the bottom plot shows the cumulative sum of the
numbers released from time zero to any timet.

reach and break through the seafloor, the point solute flux is computed at segments 40 m in length.
Adding all these fluxes at al locations, x, along the bathymetric profile gives the total solute flux
as afunction of time.

The flux-averaged concentration at these segments is also obtained as a third type of
information. One only needsto know the groundwater flux at each of these segmentsto convert the
point mass flux to flux-averaged concentration. The point solute flux isrelated to the flux-averaged
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Figure 3.5.  Conceptualization of the transport processes and computation of mass flux acrossthe

sedfloor.

concentration by dividing theformer with the groundwater flux (e.g., Kreft and Zuber, 1978; Dagan
etal., 1992). Theflux-averaged concentration is consistent with common procedures for measuring
concentrationsinlaboratory columns, andinsoils, aswell asinaquifers(e.g., Kreft and Zuber, 1978;
Shapiro and Cvetkovic, 1988). This concentration is then normalized relative to the initial
concentration, Cp. Thelatter isobtained by dividing theinitial unit massby thewater volumewithin
the cavity (AXcavity* AYcavity* 1.0%0.07), where aunit width along the shoreline is assumed and the
0.07 cavity porosity is employed.

For these temporal and spatial-temporal breakthrough results, the outputs are averaged over
theensembleof realizationsand statistically analyzed to obtain the mean and the standard deviation.
These results are symbolized as <Q(t)>/Mg, og/Mg for thetotal solute flux, <q(x,t)>/Mg, /Mg for
the point solute flux, and <C(x, t)>/Cy, oc/Cq for the flux-averaged concentration. These undecayed
moments will be the same for al nuclides in a given solute class that represents a particular
combination of hydraulic/geochemical release ratios and retardation factors. The moments are
subsequently decayed for individual nuclides based on their half-lives using the formula

[ug®]; = [u()]e”nAVe (3.23)
where[ug(t)]i isthedecayed moment (mean or standard deviation) for nuclidei attimet, [«(t)] isthe

undecayed moment for the scenario towhich nuclidei belongs, w; isthe half-life of nuclidei indays,
and t is the time at which moment is computed in days.
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For thegeneral case of the decay of aparent isotope (N1) to aradioactivedaughter (N2), which
decays to a second daughter (N3) through the final daughter (N), Ny = N, = Nj3...N;, the
solution giving the number of atoms of any member of the decay series as a function of time and

assuming zero initial mass for the daughters (N,°=N3°=...N,°=0) has the form (Faure, 1977):
Nn = Gle-)\lt + €2e-x2t... + Gne-)\nt (324)
where the coefficients (e,) are defined as:

Mihge. A NO

17 Ogrh)(ghy) - (hrhy) (3.25)
ek .
27 (A (Aghy)...(nrhy) (3.26)

and A, is the decay rate for radionuclide Nj. In a case where the initial mass of the daughter
radionuclideisnot zero (i.e., theradionuclideisalso present in theoriginal source), the source mass
and the daughter’s mass are calculated separately and summed afterward.

The above description of transport modeling applies for the porous medium approach. As
discussed earlier in Section 2.1.7, the flow system is conceptualized as a fracture flow system with
high velocity in the fractures that separate adjacent porous blocks. The approach we employ is a
continuum approach in the sense that discrete fractures are not considered in space, but instead,
effective fracture properties (high conductivity and low porosity) are assigned to the discretized
domainblocks. Therefore, particlesaretracked in spacein the same manner asfor aporous medium,
but they experience the very high fracture velocity within each block. Therefore, for the analysis
of transport in afractured system, the same undecayed moments (mass flux and concentration mean
and standard deviation) are obtained. However, before applying the decay analysis to these
moments, matrix diffusion is accounted for using the solute flux analytical solution presented by
Cvetkovic and Dagan (1994) and Cvetkovic et al. (1999). The breakthrough curves for total mass
flux with matrix-diffusion effect can be obtained from

Qu(t) = [ y(t,7)Q(r)dr (3.27)
0

where Q(t) isthe undecayed massflux at timet, Qng(t) isthe mass flux after accounting for matrix
diffusion, andy(t, t) istheretention functionthat incorporatesthe effect of masstransfer betweenthe
fracture and the rock matrix. This retention function is given as (Cvetkovic and Dagan, 1994,
Cvetkovic et al., 1999)

(x7)2

y(tr) = Ht = 1)~ (;“_ 2% (3.28)

where H is the dimensionless Heaviside function, 7 is the particle travel time (days), tis the time
(days) at which the flux is obtained after accounting for matrix diffusion, and k is the matrix
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diffusion parameter (daysY/2) defined as k= b . Here 6y, is the matrix porosity, b isthe

effective half aperture (m), D isthe effective diffusion coefficient in the rock matrix (m?/day) and
Rn isthedimensionless retardation coefficient inthe rock matrix. The main assumptions underlying
thederivation of theaboveanalytical retention function are aconstant aperturealong the streamtube,
diffusion only perpendicular to the fracture plane, well-mixed conditions over the cross-sectional
areaof thefracture, and homogeneous, infinite rock matrix with no advection. Theradioactivedecay
can also beincorporated in the retention function. To do so, an additional term, exp(-t In2/w) should
be multiplied by the right-hand side of they expression, with w being the half-life.

In summary, a non-decayed breakthrough curve is obtained by the random walk particle
tracking method and then convoluted with a retention function that accounts for matrix diffusion
(e.g., Cvetkovicand Dagan, 1994; Cvetkovicet al., 1999). Thisapproach treatsthe fractured system
as astochastic continuum. The retention function, however, is derived for discrete fractures. There
is, therefore, some inconsistency in this analysis as the discrete and continuum approaches are
mixed. However, thisisnot unreasonableand it has been used in many European studiesdealingwith
safety analysis and risk assessment (e.g., NAGRA, 1994; Cvetkovic, personal communication).

A crucia assumption underlying this analysisrelates to the avail ability of the rock matrix and
therateof diffusion from thefracturesinto therock matrix. It isusually assumed that the rock matrix
availability for diffusion is unlimited and that the diffusion rate is constant at all times. In other
words, the semi-analytical solution employed here does not allow for rock saturation and ceasing
of matrix diffusion. The matrix diffusion continues for as long as there are contaminants moving
through the fractures. That may not betruefor the actual field situation. Depending on theintensity
of fractures, therock matrix may have alimited capacity to absorb contaminantsfrom the fractures
and may reach alevel of saturation that prevents any further diffusion into it. There is, therefore,
the concern that the transport predictions may overestimate the diffusion into the matrix and thus
givelower fluxes and concentrationsthan what might bethe caseinthefield. Three factorsalleviate
this concern. First, the matrix diffusion values used to produce the transport results are at |east one
order of magnitudelower thanthe best estimate. Secondly, radioactive decay will remove massfrom
the matrix blocks, particularly for shorter-lived nuclides. Thirdly, the conceptualization of fracture
flow at depthsexceeding 1,000 m below ground surface may represent an overestimation of theflow
velocitiesat that depth. Fracturestend to close up at large depths dueto the overburden pressure and
this then may change the flow system from afractured to a continuum porous medium. For porous
medium flow with aporosity three orders of magnitude larger than the fracture porosity, residence
times become very long and radioactive decay inhibits breakthrough of most radionuclides with
short and moderate half-lives.
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4. PARAMETRIC UNCERTAINTY ANALYSIS

The purpose of the parametric uncertainty analysis is to identify which parameters are
important to treat as uncertain in the flow and transport modeling. As previously discussed,
uncertainty in parameter values and the need to include that uncertainty in the risk assessment
prohibit a deterministic approach to the modeling. Despite this, if uncertainty in a given parameter
has a minimal impact on the results, the value of including it in the Monte Carlo process is
outweighed by the additional computational effort. To optimize the modeling process, aparametric
uncertainty analysis was performed to identify which parametersto carry forward as uncertain and
which to set as constant, best estimate, values. This analysis was performed for the Milrow site.
Though the different locations of the three test cavities relative to the transition zone might be
expected to lead to somewhat different results, the final parameters identified as important for
Milrow coincide with those expected to be most important based on hydrogeologic principles.

The processes evaluated through their flow and transport parameters include recharge,
saltwater intrusion, radionuclide transport, glass dissolution, and matrix diffusion. The end result
of thisanalysisisarelative comparison of the effect of uncertainty of eachindividual parameter on
thefinal transport resultsin terms of the arrival time of mass of radionuclides crossing the seafloor.
First to be considered is the density-driven flow problem associated with saltwater intrusion, and
the parameters affecting this process are denoted as the flow parameters. Second is the radioactive
transport problem, where the movement of radionuclides from the test cavity to the seafloor is
studied and the parameters of concern in this process are denoted as transport parameters.

4.1 Sensitivity/Uncertainty Analysis of Flow Parameters

The parameters of concern here are the hydraulic conductivity, K, the recharge, Rech, and the
longitudinal and transverse macrodispersivities, A, and At. Since the saltwater intrusion problem
encounters a density-driven flow, the macrodispersivities are considered as flow parameters. In
addition, the porosity is also considered at this stage as the spatial variability of porosity between
the chimney and the surrounding area affects the solution of the saltwater intrusion problem. In all
cases, theflow and the advection-dispersion equationsare solved simultaneously until asteady-state
condition is reached. The solution provides the groundwater velocities and the concentration
distribution that can be used to identify the location and thickness of the transition zone. For each
of thefour parameters, arandom distribution of 100 values below and above a“mean” value close
to the calibration result is generated. Figure 4.1 shows the histograms for Rech, K, 6, and A . The
transverse macrodispersivity, AT, istaken as 4, /10, asiscommonly assumed in transport modeling.
As can be seen from the figure, the distribution of random recharge values covers arange of values
extending from one-fourth the calibrated val ue to about doublethat value. A lognormal distribution
was used to generate the recharge values and the distribution was truncated such that the upper and
lower limits lead to reasonable transition zone movement around the location indicated by the
chemistry data. From the 100 random values, the minimum recharge value is about 0.328 cm/year
and the maximum is about 2.205 cm/year. This range lies within the recharge estimates obtained
using temperature logs as discussed in Section 2.6.1.
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Figure4.1l. Randomly generated distributions for the parameters governing the solution to the flow
problem. These distributions are used for the individual-parameter uncertainty analysis.
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Theuncertain conductivity valuesaregenerated fromalognormal distribution and haveamean
value of 6.773 x 103 m/day, which is equivalent to the Milrow calibration value and it also lies
between the geometric and arithmetic means of the conductivity data. These meansfor the full data
set are 1.862 x 1073 and 1.137 x 102 m/day, respectively. If an average value is computed for each
of the six wells, these mean values become 1.9953 x 103 and 1.575 x 102 m/day. In both cases, the
mean of the generated random distribution lies between the geometric and thearithmetic means. The
maximum conductivity value among the generated 100 values is 2.445 x 102 m/day, whereas the
minimum valueis 1.5 x 103 m/day. Thisrangeisconsidered sufficient toyield realistic results. That
is, by changing the uniform K value applied to the whole domain based on this distribution and
keeping al the other parameters fixed, the resulting transition zone lies within the simulation
domain. It should be mentioned here that values of conductivity beyond thisrange yield transition
zones far from the one identified from the chemical data. For example, any conductivity value
smaller than 1.5 x 10-3 m/day (with all other parameters fixed at their calibrated values) yields a
transition zone depth greater than 2,000 m, which is more than double the depth indicated by the
data (about 850 m).

From these conductivity limits and those of the recharge, the recharge-conductivity ratio is
changing from 1.26 x 10-3to 2.05 x 102 for the conductivity sensitivity values, and from 1.35x 103
t0 9.05 x 10-3 for the recharge sensitivity case. In both cases, the range of thisratio encompassesthe
estimate of 6.88 x 103 obtained by Wheatcraft (1995). However, the recharge and conductivity
values considered in that study were about one order of magnitude larger than the values used here.
It should be mentioned here that the recharge-conductivity ratio is the factor that controls the
location of the transition zone, but the magnitude of the velocity depends on the recharge and
conductivity values.

The large macrodispersivity values are considered to account for the additional mixing
resulting from spatial variability that is not considered in the model. Although the base-case value
chosen for longitudinal macrodispersivity is about 100 m, the mean of the distribution shown in
Figure4.1 is 300 m. This is done mainly to avoid violation of the Peclet number when small
macrodispersivity values are used. Based on the distribution shown, the macrodispersivity values
are taken between a minimum of 60 m and a maximum of 500 m. As mentioned earlier, the
macrodispersivity changes the width of the transition zone, which affects the flow pattern and the
location of the converging flow towards the seafloor.

Porosity in the cavity and chimney is assumed to be higher than the rest of the ssimulation
domain. For all cases considered in this study, the chimney and cavity porosity isset to afixed value
of 0.07 as discussed earlier. The rest of the domain is assigned a fracture porosity value that is
obtained from the random distribution generated for the fracture porosity. The random distribution
of the porosity gives aminimum value of about 1.294 x 10~ and a maximum value of 3.8 x 1073,
The mean of the 100-value random distribution is about 5.2 x 104.
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Figure 4.2.  Finite-element mesh with the upper left half of the domain refined and chimney location
highlighted.

4.1.1 Numerical Approach for the Parametric Uncertainty Analysis

Having generated these individual random distributions for each of the parametersconsidered,
the variable-fluid-density groundwater flow problem is solved using FEFLOW. A new mesh is
generated that is different from the one shown in Figure 2.8. The mesh remains refined in the entire
left upper triangle of the simulation domain since the transition zone varies alot with the random
parameters selected. Therefore, agrid size of about 100 misused inthe upper left half of thedomain
and a200-m grid isused in the lower right half (Figure 4.2). The 100-m grid sizeis consistent with
the scale of the hydraulic and chemistry data, which were collected from straddle-packed intervals
having an averagelength of 85 m. Figure 4.2 also showsthelocation of the cavity and chimney. The
chimney isassumed to extend all theway up to ground surface, to account for near-surface fractures
dueto spalling and disruption from the surface collapse. Porosity and conductivity in the cavity and
chimney are different from the rest of the domain as mentioned earlier.

The FEFLOW code deals with the flow and saltwater transport problems simultaneously in a
transient mode. The transient solution continues for a certain number of time steps determined by
the user. In simulations, a steady-state velocity distribution is assumed, and as such FEFLOW runs
for alarge number of time steps to reach steady state. A very large ssmulation timeis implemented
for al realizations considered. However, FEFLOW has an automatic time step configuration
algorithm that allows for increasing the size of the time step when the changes in the flow solution
are slow and the system is approaching steady state. At the beginning of the ssmulation, the size of
thetimestepisvery small, but it gradually increases asthe sol ution approaches steady state. For each
individual realization, the head and concentration values are monitored at anumber of pointswithin
and around thetransition zone asafunction of time. If at the end of the simulation timethe head and
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concentration do not reach constant val ues, thesimul ation isrepeated with alonger time until steady
state is reached. This guarantees that all the runs reach steady state and that the obtained solution
is stable and representative of the equilibrium state of the system.

4.1.2 Sensitivity of Concentration and Head Distributions to Flow Parameter Uncertainty

For each one of the four parameters considered, a set of 100 velocity and concentration
distributions is obtained that corresponds to the 100 random input values. For the simulated head
and concentrationvaluesat UAe-2, themean of the 100 realizations aswell asthe standard deviation
of the result are computed. Figure 4.3 through Figure 4.6 show the sensitivity of the concentration
and head to the recharge, conductivity, porosity and macrodispersivity. In each figure, the mean of
the Monte Carlo runs, the mean + one standard deviation, the base-case (all parameters taketheir
mean values) result, and the datapointsareplotted. Figure 4.3 showsthe sensitivity of concentration
and head profilesto changesin the recharge values. The one standard deviation confidenceinterval
around the mean captures most of the data pointsfor concentration and for head measurements. The
conductivity case (Figure 4.4) covers the high concentration data (saltwater side) but gives lower
concentrations than the data for the freshwater side of the transition zone. The head sensitivity to
conductivity variability shown in Figure 4.4 indicates that the confidence interval encompasses all
the head data at UAe-2.

It should be mentioned here that the base-case results are different than those shown in
Figure 2.15 and Figure 2.16 of the calibration results (the dashed lines on those figures). Thisisdue
to adding the chimney effect, which is not present in the pre-test calibration analysis. It is assumed
that the cavity and chimney are isotropic, which means that the vertical conductivity is 10 times
larger than the surrounding area. In addition, the porosity in the cavity and chimney is kept in all
realizationsat avalue of 0.07, even when the fracture porosity is drawn randomly from its assumed
distribution. This leads to a base-case result that is different from the one established from
calibration. The other aspect to discuss hereis the use of the pre-test datafor thiscomparison. It is
evident that incorporating the cavity and chimney conditions only slightly changes the head and
concentration profiles at UAe-2. Therefore, the pre-test data can still be considered as providing
guidelines for choosing the model parameters and controlling the range of variability around the
base-case values. The assumptions employed in this analysis are that the short-term effects of the
nuclear test are neglected as the long-term behavior of the radionuclides is controlled by the
steady-state conditions of the island. The only long-term effects considered are the porosity and
conductivity changesin the cavity and chimney.

Figure 4.5 shows the effect of the fracture porosity parametric uncertainty on the resulting
headsand concentrationsat UAe-2. Asexpected, the porosity doesnot affect the solution of theflow
problem even with the chimney having a different porosity. The porosity only influences the speed
at which the system converges to steady state and as such, ssimulated heads and concentrations at
UAe-2 do not show any sensitivity to the fracture porosity value outside the chimney. It should be
remembered that the fracture porosity outside the chimney and cavity area will have a dramatic
effect on travel times and radioactive decay of mass released from the cavity and migrating toward
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the seafloor. Thiswill be demonstrated later when the effect of these parameters on travel timesis
anayzed.

The macrodispersivity effect isdisplayed in Figure 4.6. The macrodispersivity range of 60 m
to 500 m considered in this sensitivity case has a minor effect on the head and concentration at
UAe-2, especially at the center of thetransition zone. Thisisto be expected since macrodispersivity
leads to more or less dispersion around the center of the transition zone. Again, the final decision
asto whether the changesin macrodispersivity would beimportant to include in the final modeling
stage cannot be determined from these results. The criterion for selecting the most influential
parametersis determined by analyzing the transport results in terms of travel times from the cavity
to the seafloor and location where breakthrough occurs. The set of figures discussed here indicates
that the simulated heads and concentrationsat UA e-2 aremost sensitiveto conductivity andrecharge
and |east sensitiveto fracture porosity outside the chimney and macrodispersivity. This picture may
be confirmed or changed by analyzing the travel time statistics for particles originating from the
cavity and breaking through the seafloor.

The output of this stage is a set of 100 velocity realizations for each of the four parameters
considered. These velocity realizations are used to model theradionuclide transport from the cavity
toward the seafloor. The transport parameters are kept fixed at their means while addressing the
effect of thefour parametersthat change the flow regime. When the effect of transport parameters,
such as matrix diffusion coefficient, glass dissolution rate, etc., is studied, a single velocity
realization with the flow parameters fixed at the calibration values is used. The following section
presents the uncertainty analysisfor the transport parameters. Following that discussion, theresults
of the parametric uncertainty analysis for both the flow and transport parameters are presented.

4.2 Sensitivity/Uncertainty Analysis of Transport Parameters

Intransport simulationswheretheradionuclides are divided among surface-deposited nuclides
and volume-deposited nuclides trapped in puddie glass, the dissolution rate, ky, becomes an
important factor affecting transport results. However, there exists alarge degree of uncertainty in
estimating this parameter, which leadsto acouple of orders of magnituderange for thereleaserate.
To analyze the effect of this uncertainty on transport results, a 100-value random distribution of
variability for kg ranging from 1.56 x 108 days' to 2.54 x 106 days™* with a mean of about 2.44
x 107 daysisgeneratedfrom alognormal distribution. Figure 4.7 showsahistogram of therandom
distribution used in the sensitivity analysis (top) and how the release of nuclides from the puddle
glassisinfluenced by this range of variability (bottom). This analysisis performed using asingle
flow realization and the transport simulations are performed for 100 different kg values.

A similar analysisis performed to analyzethe effect of thelocal dispersivity, a; . Animportant
point here is that the macro/local dispersivity is used in both the flow and transport simulations.
Since flow simulations involved solving the saltwater intrusion problem, the macrodispersivity
valueswere used in the analysis of flow parameters. However, these macrodispersivity valueswere
chosen to be very large for a number of reasons. First, FEFLOW solves the flow and transport
eguations using a finite-element technique. A Peclet number criterion has to be met for a stable
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finite-element solution. The Peclet number, P, associated with the finite-element solutions to the
advection-dispersion equation can be approximated by the ratio (VAX) / (ALV) = (AX) / (AL). To
obtain a stable solution when using an implicit finite-element scheme, the Peclet number should be
kept less than unity and thus a very fine grid would be needed for small values of longitudinal
macrodispersivity A . This becomes prohibitive in terms of storage and CPU time dueto the large
extent of the simulation domain (8,000 m x 4,000 m). Therefore, thelongitudinal macrodispersivity
is chosen very large to ensure a stable solution over agrid of an average size of about 100 m. The
second reason for choosing such large macrodispersivities in the flow simulations is the fact that
chemistry data show a largely dispersed transition zone which we tried to reproduce during
calibration. It is also important to remember that no spatial variability is included in the medium
conductivity, which usually adds amacro-dispersion effect to thetransition zone spreading. A large
macrodispersivity value may be used as a surrogate to spatial variability in hydraulic conductivity
(e.g., Gelhar and Axness, 1983; Hess et al., 1992). For all these reasons, a large asymptotic
macrodispersivity is used in flow simulations with a range extending from 60 m to 500 m as
discussed earlier.

Althoughthedispersivity isaporous medium property, thedispersivity valuesused intransport
simulations are chosen much smaller than those used in the saltwater intrusion problem. Thereason
for that choice is twofold. First, it is more conservative to select a small dispersivity value that
reducesdispersion and leadsto ahigher flux and concentration peaks. Second, the strong variability
of the velocity field at and around the transition zone dominates the dispersion process rendering
thelocal-scal e dispersion effect very minor. In addition, themacrodispersivity used for the saltwater
intrusion problem introduces an artificial dispersion process that compensates for neglecting the
gpatial variability of hydraulic conductivity.

The calibrated flow model at a grid scale of about 100 m is used to perform random walk
particle-tracking experiments for which thereis no lower limit for the local dispersivity value that can
be used. The longitudinal local dispersivity, ¢ is thus changed from a minimum of about 0.56 m to
amaximum of 19.5 m. The 100-value distribution that is generated from alognormal distribution has
amean of about 5.0 m and is shown in Figure 4.8. Transverse local dispersivity, at istaken asone
tenth of thelongitudinal value. Again, these 100 simul ations are performed using asingle FEFLOW
output for the purpose of analyzing the effect of local dispersivity aone.

The last parameter to be analyzed within transport simulations is the matrix diffusion
parameter, k. Based on the discussion of Section 3.2.3, a best estimate for « of 1.37 dayY2 was
derived (consistent with 6, of 0.12, b of 5.0 x 104 and Dy,* of 3.2745 x 10> m%/day). This value
leads to a very strong diffusion into the matrix, which significantly delays the mass arrival to the
seafloor, producing no mass breakthrough at the seafloor within the selected time frame of about
27,400 years of this first modeling stage. As there is alarge degree of uncertainty in determining
this parameter manifested in the uncertainty in b and D,*, and thereis uncertainty derived by the
conceptual model assumptionsfor diffusion (e.g., assumption of aninfinite matrix), valuesfor k that
are smaller than the best estimate of 1.37 were chosen. A random distribution of 100 values is
generated for k with a minimum of 0.0394, a maximum of 1.372 and a mean of 0.352. This mean
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isclosetothek valueof 0.434 that is obtained from the same parameters described abovefor itsbest
estimate, but using an order-of-magnitude-lower diffusion coefficient. The lower end of the
distribution is yet another order-of-magnitude-lower k. Figure 4.9 shows the distribution of these
values and the effect on the retention function, y(t, t), that isused for matrix diffusion computation.
The distribution shown in Figure 4.9 is generated from alognormal distribution with a standard
deviation adjusted to a minimum and a maximum value close to the ones specified above. The
difference betweenthesetwo extremesisvery significant asdepicted by thelower plot of Figure 4.9.
This plot shows how the retention function behaves with different k values. As can be seen, the
function has alower peak and amuch longer tail for higher values of k. Thisfunction indicatesthat
if thereisasingle pulse of conservative (and no matrix diffusion) mass flux crossing the seafloor
at timet = 1,000 days within atime step of At and with unit value, the mass flux after including the

[ee]

matrix diffusion effect is given by y(t, t) X At. Thisimplies that I y(t,7)dt = 1.0for any value of t.

0

The analysis here is performed using a single flow realization and a single particle-tracking
realization with the mean val ues of transport parameters (o =5.0mandky =1.26x 10" days™t). The
conservative breakthrough of this realization is convoluted with they function (Equation 3.14) for
100 redlizations of the parameter k that are generated as discussed above. The resulting 100

109



25

20

Frequency
=
a1

=
o

5
0 ! N W
1 1.2 1.4
” (day-lIZ)
X 10‘4 x 10°
1.6
— = -1/2
1.4} = 1000 days K =0.0434 day (ITeft scale) J407
*=° K = 0.434 day"V2 (Right scale)
- — -1/2 (Ri
12l K =0.1.372 day*'# (Right scale) 106
if . 405
"
o Y
—<0s8f! 3 404
= "
. \.
o6l {03
AN
0.4f! \, H0.2
' \.
~
\O
0.2 Seaee 401
T e T S S T e e e
0 I | | | I ] -.--.I-°-'-'I-'-'-"--'-"= 0
0 1 2 3 4 5 7 8 9 10
t (days) x 10
Figure4.9. Randomly generated distribution for the matrix diffusion parameter, x (top), and the

dependence of the retention function, v, on the value of k (bottom).

110



breakthrough curves are analyzed for arrival time and location of the breakthrough with respect to
the bathymetric profile.

4.3 Results of the Parametric Uncertainty Analysis

The transport modeling described in the previous section is applied to the four cases dealing
with flow parameters, and the results of the 100 Monte Carlo realizations for each parameter are
analyzed in terms of mean arrival time and location of breakthrough. For all these cases, the
particle-tracking experiments are performed with atime step of 100 days and for atotal simulation
time of 107 days (27,400 years). Transport parameters such as glass dissolution, local dispersivity
and matrix diffusion parameter are kept unchanged in all these cases. Longitudinal and transverse
local dispersivities, o and a, are taken as 5.0 m and 0.5 m, respectively, and matrix diffusion
parameter, k, is fixed at 0.434 and 0.0434 days /2. In each case, 100 conservative, total mass flux,
Q(t), breakthrough curves are obtained and then convoluted with the matrix-diffusion gamma
function of Equation (3.14) to yield the undecayed breakthrough curvesfor a100% hydraulicrel ease
scenario. Due to the matrix diffusion effect, the mass that breaks through within the time frame of
27,400 years is far less than 100% of the total mass released within the cavity. Therefore, the
breakthrough curves are analyzed in terms of the mean arrival time of the mass that breaksthrough
within this time frame and the location of this breakthrough along the bathymetric profile. Recall
that the purpose of thisanalysisisto select the parameters for which the associated uncertainty has
the most significant effect on transport results expressed in terms of uncertainty of travel timetothe
seafloor and the location where breakthrough occurs. By doing so, the parameters for which the
uncertainty only dlightly affects the uncertainty in travel time and transverse location of the
breakthrough can beidentified, and assuch these parameters arefixed at their best estimate and only
those with significant effects are varied.

In addition to the four parameters discussed here (Rech, K, 6, A, ), the results using the case
with randomly chosen conductivity but with a porous medium porosity of 0.12 are also presented.
This porosity value is the average of all the core measurements for the Kirilof Point and Older
Brecciasformations. The objectiveisto compareacasewithavery low fracture porosity and matrix
diffusion to acasewith acontinuum porous medium that hasno matrix diffusion, but alargeporosity
value. In the porous medium case, the whole domain including the cavity and chimney is assigned
auniform porosity of 0.12. The 100 conservative breakthrough curvesarethen analyzed in amanner
similar to the other cases described above.

The results of the sensitivity analysis performed for the seven parameters, K, Rech, 6, A_(in
satwater intrusion), ky, a_(in radionuclide transport modeling) and x aresummarizedin Table 4.1a
and Table 4.1b. The difference between the tables is that the matrix diffusion parameter,x, is
assigned the base-casevalue of 0.434 day Y2 in Table4.1aand the sensitivity valueof 0.0434 day1/2
in Table 4.1b. In addition, the random conductivity case with porous medium porosity is also
presented in Table 4.1a. For each case, the table presents the range of values of the input parameter
(minimum, maximum and mean), the standard deviation, and the coefficient of variation. On the
output side, the results are presented in terms of the statistics of travel time and transverse location

m



Table 4.1a. Results of the parametric uncertainty analysis for Milrow comparing the effects of different parameters on plume travel time and
transverselocation of the breakthrough. The matrix diffusion coefficient, k, is0.434, except where uncertainty in x isevaluated. Dashes
indicate where statistics could not be computed due to lack of breakthrough.

CIT

Input Statistics Output Statistics
Travel Time Transverse Location # of
(103 years) (km) Realizations
Parameter Min Mean Max o cv Mean o cv Mean o cv
K (m/d) 0.888 x 10°3 6.77 x 1073 2.445x 10-2 434x 103 0.641 - - - - - - 0
(fracture
flow)
Rech 0.328 1.125 2.2047 0475 0.422| 26518 0.313 0.012 3770 0118 0.032 18
AL (m) 62 300 500 82 0.272 - - - - - - 0
salt water
intrusion
0 1.294 x 10-3 5.2 x 103 3.8x 103 6.38x 1074 1.227| 24456 2.890 0.118 3.334 0.077 0.023 36
ar (m) 0.56 5.00 19.5 3.45 0.690 - - - - - - 0
transport
kg (day™1) 1.56 x 10-8 244x 1077 254x 106 3.32x 103 1.360 - - - - - - 0
Kk (day™1) 0.0394 0.352 1.37 0.243 0.691| 25770 1.150 0.045 3274 0.031 0.009 27
K (m/d) 0.888 x 10°3 6.77 x 1073 2.445x 10-2 4.34x 103 0.641| 230.400 85.000 0.368 3.129 0.247 0.079 29
(porous
medium flow)




Table 4.1b.Results of the matrix diffusion sensitivity modeling comparing the effects of different parameters on plume travel time and transverse
location of the breakthrough when the matrix diffusion parameter, «, is 0.0434 rather than the base-case value of 0.434.

(8!

Input Statistics Output Statistics
Travel Time Transverse Location # of
(103 years) (km) Realizations
Parameter Min Mean Max o cv Mean o cv Mean o cv
K (m/d) 0.888 x 10°3 6.77 x 1073 2.445x 10-2 434x103 0641| 22188 1980 0.089 3629 0660 0.182 98
(fracture
flow)
Rech 0.328 1.125 2.2047 0.475 0422 22.000 3484 0.158 3404 0.375 0.110 20
AL (m) 62 300 500 82 0.272| 20650 0.742 0.036 3.394 0.009 0.003 100
salt water
intrusion
0 1.294 x 10-3 5.2 x 1073 3.8x 103 6.38x 1074 1.227| 19101 4965 0.260 3.382 0.042 0.012 97
ar (m) 0.56 5.00 19.5 345 0690 23.076 0309 0013 3366 0.024 0.007 100
transport
kg (day™1) 1.56 x 10-8 244x 103 254x 106 3.32x103 1.360| 23205 0.300 0.013 3362 0.036 0.011 100




where breakthrough occurs. For each single realization of the radionuclide transport, the mean
arrival time and mean transverse location of the mass that has crossed the seafloor within 27,400
yearsarerecorded. Thistimeframeisused for all casesexcept the porous medium (no fractureflow)
scenario, wherethesimulationtimeisabout 5,480,000 years. Theresulting ensembleof thesevalues
is used to compute the mean, standard deviation and coefficient of variation of the travel time and
location. These values are presented in Table4.1a and Table 4.1b along with the number of
realizations(out of 100) that show mass breakthrough within the above-mentionedtimeframes. The
mean arrival timefor the case of K in porous medium flow issignificantly larger thanthe other cases
due to the longer ssimulation times considered for this case.

To facilitate the comparison between different cases, one would compare the values of the
coefficient of variation on both input and output sides. The case of random conductivity but with
aporous medium conceptualization shown in Table4.1aisonly presented for comparison purposes.
Comparing this case to the similar fracture flow case where matrix diffusion is added (k = 0.0434,
Table 4.1b) indicates that the addition of matrix diffusion reduces some of the variability in the
plume arrival time. Although the simulation time for the porous medium scenario is about 5.5
millionyears, only 29 realizations show some mass breakthrough. Thisisattributed tothevery small
flow vel ocitieswhen using auniform porous medium porosity of 0.12. The porous medium scenario
will not be considered in any further analysis.

Table 4.1a shows that none of the 100 realizations considered showed any breakthrough with
K = 0.434 day Y2 for the cases addressing uncertainty in K, A, a_, and ky. Thisis essentially due
to the strong effect of matrix diffusion with k = 0.434 day"V/2. Recharge uncertainty leads to some
uncertainty in arrival times, which isthe least compared to 6 and k uncertainty cases (Table 4.1a).
To avoid the complete elimination of mass by matrix diffusion, which hindersthe statistical analysis
of arrival times, we present the uncertainty effects using k = 0.0434 day Y2 in Table 4.1b.

Among the six casesin Table 4.1b, the two cases encountering variability in the macro/local
dispersivity value lead to very small uncertainty in the travel time and the transverse location in
comparisonto other parameters. Although the coefficient of variation of ¢ inradionuclidetransport
simulations is higher than that of conductivity and recharge, the resulting coefficients of variation
for travel time and transverse location are much smaller. The glass dissolution coefficient, kg,
encounters the largest variability (coefficient of variationis 1.36), yet the effect on travel time and
transverse location is minor as compared to conductivity and recharge. Therefore, it can be argued
that the uncertainty in these three parameters may be neglected as their variabilities slightly
influence transport results when compared to other parameters. Thisleavesthefour parameters, K,
Rech, 6, and k. Thefracture porosity variability with the highest coefficient of variation amongthese
four parameters leadsto the highest variability in mean arrival time. The conductivity on the other
hand leadsto the highest variability intransverse location. Thefirst three parametersof thisreduced
list influencethe solution of theflow problem and thus require multiplerealizations of theflow field.
The matrix diffusion parameter is a transport parameter that does not require multiple flow
realizations.
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Thefinal choicesfor the uncertain parametersfor the second modeling stage are the threeflow
parameters. The uncertainty of the matrix diffusion parameter will be assessed in a less rigorous
manner within asimple sensitivity analysis. This choiceis motivated by the fact that we only have
data pertinent to the solution of the flow problem, which can be used to guide the generation of the
random distributions in the second stage. Head and chloride concentration data can be used as
criteriafor determining whether the combined random distributions lead to realistic flow solutions
or not. Given that using the same random distribution for k asinthefirst stage or skewing it towards
higher or lower values cannot be judged or tested against data, the transport resultsusing adifferent
k value are compared in the sensitivity section.
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5. FLOW AND TRANSPORT MODELING RESULTS

For the primary flow and transport modeling for the sites, using the significant uncertain
parametersidentifiedintheparametric uncertainty analysis (K, Rech, and #), thesame model meshes
employed in the parametric uncertainty analysis of Section 4 are used. Again, these meshes differ
from those used in the calibration (Figure 2.8) because the chimneys created by collapse into the
nuclear cavitiesareincluded. Thesefeatureswerenot used during calibration becausethecalibration
data for each site were obtained prior to each test. It is assumed that the hydrologic impact of the
chimneys is an enhancement in vertical conductivity; as aresult, no anisotropy is applied in those
model cells, resulting in an increasein vertical hydrologic conductivity of ten times over the rest of
thedomain. Figure 5.1 showsthe upper | eft portion of the simulation domain for thethree testswith
the chimney location highlighted.

5.1 Milrow Flow and Transport Results

Three new random distributions are generated for the conductivity, recharge and fracture
porosity. The same distributions generated in the first stage are not used for two reasons. First, the
new distributions have 500 val ues of each parameter as opposed to only 100 valuesin thefirst stage.
Second, an upper and a lower limit for the recharge-conductivity ratio are specified to ensure that
thetransition zoneiswithin the depthsidentified by the chloride data. Thisisintended to reducethe
uncertainty in the location of the transition zone and to guarantee a converging solution with no
boundary effects. Therefore, 500 random K valuesand asimilar number for Rech are generated with
no correlation among the generated values. The cases that satisfy the condition
0.0013 = Rech/K < 0.0347 are then selected, which yields 300 realizations of the random values.
These limits are chosen based on the individual results of the first stage and the location of the
transition zone relative to the chloride concentration data. The minimum, mean and maximum
values of K are 2.2 x 103, 1.69 x 102, and 6.24 x 102 m/day, respectively. For the recharge, these
limitsare 0.319, 2.066, and 6.65 cm/year, respectively. Independently of these values, 300 random
porosity valueswith aminimum of 1.057 x 10", amean of 4.4 x 104, and amaximum of 6.2 x 103
are generated. Figure 5.2 displays the histograms of these three distributions. In comparing these
distributions to those used in stage one, it isfound that recharge and conductivity distributions have
higher meansin this stage. Porosity distribution on the other hand shows alower mean than in the
first modeling stage, which is toward the conservative side.

It isinteresting to compare the recharge-conductivity ratio and the conductivity-porosity ratio
for the new distributions to the base-case values. Recall that in the base case, K= 6.773 x 103 m/day,
Rech=1.125 x 104 cm/year, and 6 = 5.0 x 10"4. The plotsin Figure 5.3 illustrate how the two ratios
(Rech/K and K/6) vary among the 300 realizations around the base-caseratios. Ascan beseeninthe
figure, Rech/K varies from aminimum that is four times smaller than the base case to a maximum
that issix timeslarger. Moreredizationslie below the base-case linethan aboveit, which indicates some
skewness towards the high conductivity values. The conductivity-porosity ratio varies from ten times
smaller to about 160 times larger than the base-case value. As will be seen later, this distribution
represents conservative K-Rech combinations since the critical combinations are those having alarge
recharge-conducitivty ratio. The figure also shows that more redlizations lie in the high K/low 6 region
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than in the opposite region. Thisis again on the conservative side, as more redlizations are produced
with very high velocities than with low velocities.

The solution of theflow problemin thisstageis performed similarly tothefirst stage, withthe
parameterssummarizedin Table5.1. FEFLOW isused to solve the density-driven flow problemfor
300 redlizations with the recharge, conductivity, and porosity values aready generated.
Macrodispersivity values are fixed at 100 m and 10 m in the longitudinal and transverse directions,
respectively. Domain geometry and boundary conditions remain unchanged. To assess the choice
of the combined random values used in this analysis, the results of these realizations are analyzed
at the UAe-2 location. Figure 5.4 displays the simulated concentration and head profilesin UAe-2
interms of themean of the 300 realizations, themean + onestandard deviation, the base-caseresult
and the measured data. The first observation in this figure is that the mean of the MC realizations
is closer to the data points than any of the individual cases investigated in the first stage (e.g.,
Figure 4.3 through Figure 4.6). Furthermore, the one standard deviation confidence interval
encompasses al the data points for the chloride concentration. The confidence interval aso
encompasses al head data, although the mean of the MC runs gives lower heads than the
measurements. The overall result is that the ranges of variabilities considered encounter a large
number of possible combinations that cover awide range of uncertainty in the flow parameters.

Table5.1. Parameter range for Milrow simulations.

Parameter Minimum Mean Maximum o Distribution
K 2.2x10°3 1.69 x 1072 6.24 x 1072 9.3x10°3 ~ lognormal
Rech 0.319 2.066 6.65 124 ~ lognormal
0 1.057 x 10 4.4x 104 6.2x10°3 5.92 x 104 ~ lognormal
A - 100 - - -
Ar - 10 - - -
a_ - 50 - - -
ar - 0.5 - - -
K - 0.434 - - -
Kg - 1.26 x 1077 - - -

Radionuclide transport simulations are also performed in a manner similar to the first stage
described in Section 4. All transport parameters are kept constant in all realizations. Glass
dissolution rate, kg, istaken as 1.26 x 10-" day™1, local dispersivities arefixed at 5.0 and 0.5 m, and
the matrix diffusion parameter is assigned avalue of 0.434 (consistent with a6y, of 0.12, ab of 5.0
x 104 m and aD*,, of 3.28 x 10-6 m2/day).

The particle-tracking transport simulations are performed for six cases with different release
ratios and retardation behavior. The 24 radionuclides (parents and daughters) chosen for
investigation are grouped into six solute classes based on their ratio of hydraulic release to
geochemical release and retardation factor, and are listed in Table 5.2. The transport of the
radionuclidesin each solute classis simulated as agroup, followed by application of theradioactive
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decay rate appropriate to each individual radionuclide. The total simulation time and the time step
arescaled for each class using the appropriate retardation factor in such away that the same average
lengthistraversed by particlesasfor the cases with no retardation. Among the six cases, only Case
6 has aretardation factor of about 1.8 in the fractured system, and thus the simulation time and the
time step are scaled with afactor of 2.0. The results of Monte Carlo simulations are presented in
terms of the mean and standard deviation of the total solute flux, Q(t), the point solute flux, q(x, t),
and the flux-averaged concentration, C(x, t), where x is the distance from the groundwater divide
(island center) to the bathymetric segment at which q and C are computed.

Table5.2.  Values of Parameters Specific to Individual Solute Classes.

Parameter Casel Case 2 Case 3 Case 4 Case5 Case 6
Total Time (years) 2191 2191 2191 2191 2191 4382
Time Step, At (days) 100 100 100 100 100 200
Release Ratio (%),

Hydraulic Release / 100/0 50/50 60/40 20/80 80/20 5/95
Geochemica Release

Retardation Factor 1 1 1 1 1 1.8
Geochemica Release NA 1.26x 107 1.26x107 1.26x107 1.26x 107 1.26x 1077

Coefficient kg (day™1)

5.1.1 Undecayed Breakthrough Curves

Theeffectsof the hydraulic/geochemical releaseratio, theretardation, and theglassdissolution
coefficient of the six solute classes are most effectively examined without the effects of radioactive
decay. Thisis because the widely differing decay rates of the individual radionuclides conceal the
general release and retardation behavior. Itisalso of interest to present the undecayed breakthrough
curveswith and without theinclusion of matrix diffusion to capturetheeffect of the matrix diffusion
process.

Figure 5.5 (top) shows the undecayed breakthrough curves for the first solute class (100
percent hydraulic release) with and without matrix diffusion. Without matrix diffusion, avery early
breakthrough is observed wherethefirst massarrival occursat about five yearsafter thetest. Aswill
beshown later, thisearly breakthroughis mainly controlled by afew realizationsthat have very high
velocities (dueto certain combinations of Rech, K and 8). When adding matrix diffusion (k =0.0434
and 0.434), asignificant reductionin the mass flux valuesis obtained and asignificant delay in mass
arrival time. A typical feature of the matrix diffusion effect is to delay the arrival of mass to the
breakthrough boundary, reduce the peak and induce a tailing effect. The shape and length of the
tailing effect depends on the parameters governing the diffusion into the rock matrix, which are
lumped into thek parameter. The effect of k will be addressed in the sensitivity analysis (Section
6.1.2).

Thelower plot of Figure 5.5 shows the undecayed mass flux for the six solute classes with
Kk = 0.434. It is clear that the shapes of the first five curves are similar with the difference caused
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by the differing hydraulic/geochemical release ratio. Case 6 shows no significant mass flux due to
the large retardation into the rock matrix. As Table 5.2 indicates, the first five classes differ only in
the hydraulic/geochemical releaseratio. Thisratio hasamajor effect on the resulting mass flux and
breakthrough curves because of thefact that travel timeto the seafloor is much smaller thanthetime
scalewithinwhich all glass massisdissolved and rel eased to the domain. That isto say that themass
flux within the short time scale of 2,200 yearsis mainly caused by the portion of mass subjected to
hydraulic release that is assumed to occur instantaneously.

To shed more light on the early mass arrival to the seafloor and the individual realizations
results, the conservative breakthrough results (without matrix diffusion) arestudied for Case 1. The
300 realizations are analyzed in terms of the percentage of mass that breaks through within 2,200
years, the first arrival time, the duration of breakthrough, the location of the plume edges with
respect to the bathymetric profileand the depths bel ow M SL where breakthrough occurs. Figure 5.6
shows the distribution of the mass percentage that reaches the seafloor within the 2,200-year time
frame. About 100 realizations show less than 1 percent of the total mass reaching the breakthrough
boundary. Out of theserealizations, 25 do not show any mass breakthrough. A total number of about
150 realizations have less than 5 percent of the total mass out within that time frame, 165 haveless
than 10 percent of the mass out and only about 13 realizations have above 90 percent of the mass
out. It should be mentioned, however, that those realizations showing a very small percentage of
mass breaking through may in fact contribute more to the peak mass flux and the early arrival of
mass. That isto say that arealization with only 5 percent of mass out may contribute significantly
to the peak flux and concentration if this portion of the mass arrives very early at the boundary.

To explain why some realizations do not show any breakthrough within the selected time
frame, weplot in Figure 5.7 particletrgectories (advective-dispersive) in two realizationswith the
top plot showing ano-mass-breakthrough realization and the bottom one showing arealizationwith
>90 percent mass breakthrough. The trgjectories shown arefor a particle released at the lower |eft
corner of the cavity. The figure also shows the velocity field in both cases. Due to the location of
the cavity below the transition zone in the first case, most (if not all) particles move either toward
the island center or vertically in the chimney before they change direction and move toward the
seafloor. In addition to this longer path, the velocities encountered below the transition zone are
much smaller than above it, as indicated by the relative sizes of the velocity vectors shown in the
figure. The other realization, with the cavity located above the transition zone, shows a direct
movement for the same particlefrom the cavity to the seafl oor direction. The different flow patterns
in these realizations are dependent upon the random combination of the recharge, conductivity and
fracture porosity values, while keeping the cavity and chimney porosity fixed at 0.07. The main
difference between the two realizationsis that in thefirst one, the transition zone is shallow dueto
asmall recharge-conductivity ratio (Rech/K = 2.94 x 10-3) and the cavity location is at the lower
edge of the transition zone. The other realization is having amuch deeper transition zone ((Rech/K
=7.97 x 10-3) and the cavity comes closer to the freshwater zone where vel ocity patternis more or
less uniformly oriented towards the seafloor.
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To show how the particlestravel from the cavity to the seafloor (breakthrough plane), asingle
realization showing about 100 percent mass breakthrough during the ssmulation time (2,200 years)
is selected for analysis and visualization. The redlization is assigned aK value of 4.583 x 103 m/d,
aRech value of 4.317 cm/year, a porosity value of 1.067 x 103, and a recharge-conductivity ratio
of 2.58 x 102, The particles|ocation at different times are reported and used to visualize the plume
shape and movement. Figure5.8 through Figure5.11 show 12 snapshots of the particles
distribution at different times with the percentage mass reaching the seafloor computed and
presented on the figures. No particles reach the seafloor within the first 100 years after the
detonation. At 140 years, the leading edge of the plume starts to arrive at the seafloor. Larger
numbers of particlesarrive between 140 and 180 years, with atotal of 1.2 percent of theinitial mass
reaching the seafloor by 180 years. About 55 percent of thetotal massarrives at the seafl oor between
200 and 500 years (Figure 5.9), and about an additional 17 percent arrives between 500 and 700
years (Figure 5.10). By 1,000 years after detonation, 90 percent of the mass reachesthe seafloor and
therest of the mass arrives very slowly over the remaining 1,200 years of simulation (Figure 5.11).

To continuethe anaysisof individual realizations, Figure 5.12 presents thedistributions of the
first arrival time (whether it is for one particle or a thousand particles), the last arrival and the
duration of breakthrough. The figure illustrates that about 58 realizations show afirst mass arrival
lessthan 60 years. Only afew realizations show alast arrival within the 2,200-year simulation time.
Thisisalso evident for the histogram of the breakthrough duration, where only about 20 realizations
show ceasing of breakthrough in 500 years or less. This ceasing does not necessarily mean full
breakthrough, but means that no particles arrive at the seafloor after the last arrival. Figure 5.13
shows the distribution of the location of the plume edgesrelative to the groundwater divide and the
distribution of the plume width before and after accounting for matrix diffusion. Thelocation of the
left (first) edge of the plume is concentrated around 3,000 m from the island centerline, while the
right (second) edge of the plumeislocated around 4,000 min alarge number of realizations. These
resultsindicate that the plume before accounting for matrix diffusion ismainly spread over alength
less than one kilometer along the bathymetric profile in most of the realizations. The other quantity
that isvery essential for risk assessment is the depth below M SL where breakthrough occurs, which
isshown in Figure 5.14. This shows that the left edge of the plume exists at a depth of 2 to 10 m,
whereas the right edge exists at a depth of 5 to 30 m below MSL. As mentioned earlier, 25
realizations out of 300 did not show any breakthrough within the simulation time of 2,200 years.
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5.1.2 Breakthrough with Radioactive Decay

For al 12 radionuclides representing thefirst five cases, the results for flow and transport are
tabulated in Table 5.3. The normalized peaks of expected mass flux and concentration (<Q> max,
<0 max, ad <C> ) at the seafloor, and the peaks of the standard deviations ((0g)max, (Tg)max:
and (oc)max) are listed in the table. Also the times and locations at which these peaks occur are
presented. Table5.3adisplaysthe statistics related to Q(t) and q(x, t), whereas Table 5.3b showsthe
statistics of the concentration C(x, t). In addition, the uncertainties associated with arrival timesand
locations are given in the last two columns of Table5.3b. Theflux and concentration valuesinclude
radioactive decay and are based on unit mass at the source. Radionuclides in Case 1 have no
retardation and 100 percent hydraulic release, which meansthat all particlesare released to theflow
field and allowed to move at the sametime. Figure 5.15 gives the flux and concentration results for
tritium, 3H, which is an element in Case 1. The short travel times (without matrix diffusion effect)
to the seafloor result in essentially little decay (if any) even with the short half-life of 3H. However,
adding the matrix diffusion effect yields a delayed arrival and allows for more radioactive decay.
Figure 5.15 showsthat the mean concentration distribution has apeak val ue of about 1.6 x 10 8times
the initial source concentration, Cy. Adding one standard deviation to this value leads to a
normalized peak of about 3.0 x 10°7. This peak occurs roughly 110 years after the test and at about
4,500 m from the island center (about 2,440 m from the shoreline).

Asalluded to earlier, matrix diffusion leadsto delayed arrival of mass and lower mass fluxes.
This delayed arrival encounters significant decay for short-lived nuclides. The effect of this
parameter is much less dramatic for radionuclides with long half-lives. Carbon-14, with ahalf-life
about three orders of magnitude longer than tritium, shows significant mass flux and peak
concentration as compared to 3H with k = 0.434. The normalized peak of the mean concentration
isfound to be about 1.4 x 104, as shown in Figure 5.16, and occurs at about 700 years and the same
location as for 3H.

Classes 2 to 5 include a portion of slow release due to glass dissolution with different ratios
of hydraulic/geochemical release. To show the effect of the slow release ratio, the results for an
elementin Class 1 (with 100 percent hydraulic rel ease) are compared to those of an element in Class
3 with 60 percent hydraulic release and 40 percent slow release via glass dissolution. Figure 5.17
comparesthetotal mass flux decayed breakthrough curves (<Q(t)>) for 8Rb from Class 1 and 20zr
from Class 3. These two elements are sel ected because they both are stable daughters and thus the
effect of different half-lives can be removed. The top plot of Figure 5.16 is for k = 0.434 and the
lower plotisfor k =0.0434. Asisclear fromthefigure, thedifferent values of massflux aretheresult
of releasing all themassinstantaneously in the case of 85Rb but rel easing only 60 percent of themass
and holding 40 percent in glass puddle in the case of 99Zr. The figure also exhibits the effect of
changing the matrix diffusion parameter x by an order of magnitude. That change results in a
two-orders-of -magnitude change in the resulting mass flux for both elements presented in the
figure. Again, athorough sensitivity analysis for the effect of « is presented in Section 6.1.2.
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Table5.3a.  Peaks of expected and standard deviation of mass flux and the associated times and locations for radionuclides in the Milrow source
term. The elementsin Class 6 are completely decayed.

Case Radio- Haf-life <Q>max Time (0Q)max Time <O>max Time Location (Og)max Time Location

nuclide

1 SH 4.49e+03 5.9160e-014  9.2055e+001  1.0179e-012  9.2055e+001  1.8000e-016  8.4932e+001  4.3800e+003  3.1125e-015  8.4932e+001  4.3800e+003
l4c 2.09et+06 4.9531e-010 6.9151e+002 8.0008e-009  6.3397e+002  1.2846e-012  6.5973e+002  4.6600e+003 2.2213e-011  6.5973e+002  4.6600e+003
85K r 3.91e+03 2.8176e-014 8.6027e+001  4.8505e-013  8.5479e+001  9.0552e-017  7.9452e+001  4.3800e+003  1.5658e-015  7.9452e+001  4.3800e+003
85Rb stable 5.4081e-010  7.6548e+002 8.6625e-009  6.8055e+002 1.3952e-012  7.0630e+002  4.6600e+003  2.4125e-011  7.0630e+002  4.6600e+003

2 36C] 1.10e+08 2.6456e-010  7.7753e+002  4.2340e-009 6.9041e+002 6.1266e-013  6.6301e+t002  4.6200e+003  1.0594e-011  6.6247e+002  4.6200e+003
129 5.73e+09 2.6502e-010 7.7973e+002  4.2406e-009  6.9151e+002 6.1358e-013  6.6356e+002  4.6200e+003  1.0610e-011  6.6356e+002  4.6200e+003

3 90gr 1.06e+04 1.1926e-012  1.4192e+002 2.0386e-011  1.4192e+002 3.0254e-015 1.3753e+002  4.4600e+003  5.2315e-014  1.3753e+002  4.4600e+003
Dy 2.67e+00 3.0048e-016  1.4192e+002 5.1362e-015  1.4192e+002  7.6226e-019  1.3753e+002  4.4600e+003  1.3181e-017  1.3753e+002  4.4600e+003
0zr stable 3.2052e-010  7.7425e+002  5.1450e-009  6.9205e+002  7.3707e-013  6.8548e+002  4.6200e+003  1.2745e-011  6.8548e+002  4.6200e+003

4 99TC 7.78e+07 1.0539e-010 7.8575e+002 1.6861e-009  6.9315e+002 2.8500e-013  6.6740e+002  4.6200e+003  4.9281e-012  6.6740e+002  4.6200e+003

5 3rcs 1.10e+04 1.9012e-012  1.4247e+002 3.2552e-011  1.4192e+002 5.5168e-015 1.3205e+002  4.4600e+003  9.5394e-014  1.3205e+002  4.4600e+003
137Ba stable 4.3375e-010  7.8082e+002  6.9370e-009  6.9479e+002  1.0198e-012  6.8055e+002  4.5800e+003  1.7635e-011  6.8055e+002  4.5800e+003

Table 5.3b. Peaks of expected and standard deviation of concentration and the associated times and locations for radionuclidesin the
Milrow source term. The elementsin Class 6 are completely decayed.

Case Radio- Half-life <C>max Time Location (0c)max Time Location OTime O ocation
nuclide

1 3H 4.49e+03 1.6935e-008 8.4932e+001 4.3800e+003 2.9283e-007 8.4932e+001 4.3800e+003 1.9774e+002 4.6744e+002

14c 2.09e+06 1.4840e-004 6.5973e+002 4.6600e+003 2.5661e-003 6.5973e+002 4.6600e+003 1.9774e+002 4.6744e+002

85Kr 3.91e+03 8.5191e-009 7.9452e+001 4.3800e+003 1.4731e-007 7.9452e+001 4.3800e+003 1.9774e+002 4.6744e+002

85Rb stable 1.6117e-004 7.0630e+002 4.6600e+003 2.7869e-003 7.0630e+002 4.6600e+003 1.9774e+002 4.6744e+002

2 36C| 1.10e+08 7.0775e-005 6.6301e+002 4.6200e+003 1.2238e-003 6.6301e+002 4.6200e+003 2.0092e+002 4.5925e+002

129 5.73e+09 7.0881e-005 6.6356e+002 4.6200e+003 1.2256e-003 6.6356e+002 4.6200e+003 2.0092e+002 4.5925e+002

3 90gr 1.06e+04 3.0134e-007 1.3753e+002 4.4600e+003 5.2106e-006 1.3753e+002 4.4600e+003 1.9773e+002 4.5811e+002

Dy 2.67e+00 7.5922e-011 1.3753e+002 4.4600e+003 1.3128e-009 1.3753e+002 4.4600e+003 1.9773e+002 4.5811e+002

0zr stable 8.5148e-005 6.8548e+002 4.6200e+003 1.4723e-003 6.8548e+002 4.6200e+003 1.9773e+002 4.5811e+002

4 999TC 7.78e+07 3.2924e-005 6.6740e+002 4.6200e+003 5.6930e-004 6.6740e+002 4.6200e+003 1.9977e+002 4.5616e+002

5 37cs 1.10e+04 5.4948e-007 1.3205e+002 4.4600e+003 9.5014e-006 1.3205e+002 4.4600e+003 1.9681e+002 4.6115e+002

13’'Ba  stable 1.1601e-004 6.7726e+002 4.6200e+003 2.0059e-003 6.7726e+002 4.6200e+003 1.9681e+002 4.6115e+002
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Figure5.15. Statistics of mass flux and concentrations for 3H with x = 0.434.
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Figure 5.16. Statistics of mass flux and concentrations for 14C with « = 0.434.
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5.1.3 Milrow Summary and Discussion

A three-step modeling scheme is adapted for Milrow where a calibration analysisisfollowed
by a multi-parameter sensitivity analysis for many flow and transport parameters, and finally the
combined effect of a few random parameters is addressed in the third step of modeling. Data
availablefrom theMilrow site are used to identify thelocation of thetransition zone and thevertical
distribution of groundwater heads near the test. The existence of these two sets of data constrains
the model calibration. Many combinations of the parameters governing the density-driven flow
modeling are tested with no single parameter-combinati on producing resultsthat match thetwo data
sets. A calibration case is then selected and used in the second step which entailed studying the
sensitivity of transport results to the uncertainty associated with the flow and transport parameters.
The result of this sensitivity analysisis the reduction of the number of uncertain parameters from
seven to only three. Uncertainties of recharge, conductivity and fracture porosity are found to have
themost significant effect on travel timesand transverselocationswherethe plume hits the seafl oor.

Three random distributions are then generated for these parameters and used in the final
modeling stage where each redlization utilizes randomly generated recharge, conductivity and
porosity values. The combined distributions for these three parameters produce a wide range of
variability around the base-case mean values. The recharge-conductivity ratio changesby morethan
one order of magnitude (the maximum ratio is roughly 25 times the minimum ratio). The
conductivity-porosity ratio also changes by about three orders of magnitude. This wide range of
variability in the input parameters leads to a large degree of variability in arrival time of
radionuclides. Thisarrival timeismainly affected by the conductivity-porosity ratio, which changes
significantly between realizations.

Thefinal results show that the radionuclides could start to arrive at the seafl oor within 10 years
of release from the cavity. However, the distribution of first arrival time covers avery long time
scale, extending from 10 yearsto 2,200 years and beyond. About 8 percent of the total realizations
do not show any breakthrough within 2,200 years. The early arrival is mainly controlled by afew
realizations in which the transition zone is below the cavity. This allows for the direct and quick
migration of radionuclides from the cavity to the seafloor. The important fact is that the portion of
mass that arrives early, evenif very small, contributes to the peak flux and concentration more than
the rest of the mass arriving at a later time due to radioactive decay. This is particularly true for
short-lived radionuclides such as 3H.

As with any radioactive transport simulation, the most influential parameters are those
changing the travel time. Uncertainty in estimating such parameters leads to great uncertainty in
transport results, whichismagnified by theradioactivedecay that isafunction of theresidencetime.
Theanalysisperformed for Milrow (and the other tests, aswill be seen | ater) reveal sthevery crucia
aspect of selecting thevalue of thefracture porosity. With lack of data, avery small fracture porosity
isused and the porosity value is varied by two orders of magnitude. These choices are very crucial
and have critical consequences when it comes to travel times and radioactive decay. Increasing the
porosity values by only an order of magnitude may lead to a significant reduction in mass flux and
concentrations especially for short-lived nuclides.
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The uncertainty associated with determining the hydraulic conductivity value is not as crucial
asthat of the porosity since a significant amount of conductivity data exists that gives a good idea
about the range of conductivity values at the island. Of course, both uncertainties are equally
important for travel time, but there are sufficient datato alleviate major concerns about the range
of values selected for the hydraulic conductivity, while no data exist for the fracture porosity.

5.2 Long Shot Flow and Transport Results

The calibration process is repeated for Long Shot, with the same objective of selecting
base-case flow and saltwater intrusion parameters that provide amodeling result as closeto reality
as possible. Though Long Shot has the same types of calibration data used at Milrow (chloride
concentrations, and deep heads), the quantity of datais smaller. Specificaly, the chloride profiles
do not extend into the transition zone so they cannot be used to identify the location and width of
the transition zone at Long Shot. Similarly, the deep hydraulic head measurements are restricted to
shallower depths than at the other sites.

Three random distributions are generated for the conductivity, recharge and fracture porosity.
Distributionswith 500 valuesof conductivity and recharge are generated. Anupper andalower limit
for the recharge-conductivity ratio are specified to ensure that the transition zoneis consistent with
the available data and information at Long Shot and the other sites. The thickness of the freshwater
lens is considered possibly larger than that at Milrow, based on limited information at Cannikin,
suggesting that the freshwater lensis assymmetric between the Bering and Pacific sides of theisland
(Fenske, 1972). Therefore, the 500 values for the recharge conductivity ratio are computed and the
realizations that satisfy the condition 0.0047 < Rech/K < 0.019 are selected, which yielded 240
realizationsof therandom values. It should be mentioned that thelower limit is about four timesthe
one used for Milrow but the upper limit is smaller (0.0347 for Milrow). Thisisto eliminate those
realizations with very shallow transition zones, which are unlikely to occur at Long Shot. The
minimum, mean and maximum values of K are 2.3 x 103, 1.21 x 102, and 4.44 x 102 m/day,
respectively. For the recharge, these limits are 0.809, 3.416, and 14.09 cm/year, respectively.
Independently of these values, 240 random porosity values are generated with aminimum of 1.024
x 105, amean of 4.11 x 104, and a maximum of 5.2 x 10-3. Figure 5.18 displays the histograms
of thesethreedistributions. In comparing these distributions to those used in Milrow, it isfound that
recharge has a higher mean but conductivity has alower mean. This is to be expected, asit is an
attempt to reproduce a deeper transition zone as compared to Milrow. Porosity values, on the other
hand, show a similar distribution as for Milrow.

Figure 5.19 compares the recharge-conductivity ratio and the conductivity-porosity ratio for
thegenerated distributionsto the base-casevalues. Recall that inthe basecase, K = 1.58 x 10-2m/day,
Rech = 3.65 cm/year, and 6 = 5.0 x 10%. The plots in Figure 5.19 illustrate how the two ratios
(Rech/K and K/6) vary among the 240 realizations around the base-caseratios. Ascan beseeninthe
figure, Rech/K variesfrom aminimum that is about 0.7 timesthe base-case ratio to a maximum that
is about three times larger. More realizations lie above the base-case line than below it, which
indicates some skewness towards the high recharge range that is necessary to drive the transition
zone downwards. The conductivity-porosity ratio varies from ten times smaller to about 50 times
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Figure 5.18. Randomly generated distributions for Rech, K and 6 in the second (final) modeling stage.
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larger than the base-case value. This ratio is more or less evenly distributed around the base-case
value. The flow and transport parameters used for Long Shot are summarized in Table 5.4.

Table5.4.  Parameter range for Long Shot simulations.

Parameter Minimum Mean Maximum o Distribution
K 2.3x10°3 1.21x 102 4.44 x 1072 6.66 x 103 ~lognormal
Rech 0.809 3.416 14.09 201 ~ lognormal
0 1.024 x 107> 411 x 104 5.2x10°3 5.19x 104  ~lognormal
A - 100 - - -
Ar - 10 - - -
a_ - 5.0 - - -
ar - 0.5 - - -
K - 0.434 - - -
Kg - 1.26 x 1077 - - -

FEFLOW is used to solve the density-driven flow problem for 240 realizations with the
recharge, conductivity, and porosity values already generated. Macrodispersivity values are fixed
at 100 m and 10 minthelongitudinal and transverse directions, respectively. Domain geometry and
boundary conditionsremain unchanged ascompared to theanalysisin Section 4. To assessthechoice
of thecombined random valuesused inthisanalysis, theresults of theserealizationsat |ocation EH-5
are analyzed and compared to the measured heads and concentrations. Figure 5.20 illustrates this
comparison. In addition to the data points, the mean of the 240 realizations, the mean + one standard
deviation, and the base-case result are plotted. The variabilities in the input parameters resulted in
a mean concentration profile that reasonably matches the concentration data, though slightly
underpredicting the salinity observed above the transition zone. The head dataare well bounded by
the one standard deviation interval. The mean of MC realizations provides higher heads than
indicated by the data, but similar gradients.

Radionuclide transport simulations are also performed in a manner similar to Milrow. All
transport parameters are kept constant in all realizations. Glass dissolution rate, ky, istaken as 1.26
x 107 day-1, local dispersivities are fixed at 5.0 and 0.5 m, and the matrix diffusion parameter is
0.434, asdiscussed earlier. The particle-tracking simulations are performed for the six cases shown
in Table 5.5 with different time steps than used in Milrow. Thisis dueto thefact that the Long Shot
cavity isvery shallow ascompared to Milrow, and assuch, particlesreleased inthe cavity experience
the high velocity region in thefreshwater lens above thetransition zonefor many of therealizations
considered. The selection of the time step size for the three sites is determined by analyzing the
velocity magnitude at the seepage face for al individual realizations. The maximum value of the
velocity at the seepage face is determined for each realization and then the absolute maximum of
all these maximais used to compute the time step such that when multiplied together, they result
inastep sizesmaller thanthegrid size (100 m). The non-decayedtransport resultsare discussed first,
followed by the final decayed results for a selected number of radionuclides.
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Table5.5  Vauesof parameters specific to individual solute classes.

Parameter Casel Case 2 Case 3 Case 4 Case5 Case 6
Total Time, t (years) 2,191 2,191 2,191 2,191 2,191 4,382
Time Step, At (days) 25 25 25 25 25 50
Release Ratio (%),

Hydraulic Release / 100/0 50/50 60/40 20/80 80/20 5/95
Geochemica Release

Retardation Factor 1 1 1 1 1 1.8
Geochemica Release NA 1.26x10~7 1.26x10~7 1.26x10~7 1.26x10~7 1.26x10~7

Coefficient ky (day™1)

5.2.1 Undecayed Transport Results

Theresultsof thefirst arrival timeand the location and depth of the breakthrough are analyzed
for the first class with 100 percent hydraulic release and no retardation. Also, no matrix diffusion
or decay computations are included in this analysis unless stated otherwise. Similar to the analysis
of Milrow, the 240 realizations are analyzed in terms of the percentage of massthat breaks through
within 2,200 years, thefirst and last arrival times, the duration of breakthrough, the location of the
plume edges with respect to the bathymetric profile, the plume width and the depths below MSL
where breakthrough occurs. Sincethe Long Shot cavity isvery shallow ascompared to the other two
tests, almost all realizations show 100 percent mass breakthrough within 2,200 years. Only six
realizations out of 240 show less than 95 percent but greater than 85 percent mass breakthrough
within this time frame.

Figure 5.21 displays the distributions of the first arrival time (whether it isfor one particle or
athousand particles), thelast arrival time and the duration of breakthrough. The figure shows that
about 55 realizations (out of 240) show afirst mass arrival within 10 years. Most of the realizations
show afirst arrival timeless than 300 years. The figure also showsthat about 45 realizationsrequire
alast arrival time beyond 2,200 years. Many of these realizations have about 99 percent of the mass
arriving at the seafloor within the simulation time and the remaining one percent in the simulation
domain is what requires the last arrival to be beyond the 2,200-year simulation time. Figure 5.22
displays the distributions of the locations of the plume edges on the bathymetric profile, the plume
width, and the distance from the groundwater divide to the center of the plumethat is obtained after
accounting for matrix diffusion effect. The location of the left (first) edge of the plume is
concentrated between 2,800 m and 3,600 m from theisland centerline, whiletheright (second) edge
of the plumeislocated within the range of 3,600 m to 5,500 m. The location of the right edge of the
plume shows more spread than theleft edge. Comparing these resultsto those of Milrow reveal sthat
the breakthrough at Long Shot is spread over a shorter length than at Milrow. One reason for this
result is the fact that the initial source size (cavity) at Long Shot is much smaller than the Milrow
cavity (and also much smaller thanat Cannikin). The Long Shot cavity isabout 122 x 122 m, whereas
Milrow and Cannikin have 212 x 212 m and 354 x 354 m, respectively. In addition to the cavity size,
the location of the cavity relative to the varying transition zone location plays asignificant rolein
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Figure 5.21. Histograms showing the distribution of first arrival time, last arrival time, and duration of
breakthrough for Long Shot.
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transport results. The Long Shot cavity is aways located at the fresh water lens and as such the
radionuclides have a uniform path towards the seepage face in amost all realizations.

In addition to the location of the plume edges, Figure 5.22 also shows that the plume ismuch
wider than at Milrow. The plume width varies between 900 m to about 2,000 m with many
realizations having the width between 900 and 1,300 m. At Milrow, the plume had awidth mainly
lessthan 1,000 m. This can be attributed to the fact that at Milrow, many realizations showed avery
small percentage of massarriving at the seafl oor, which breaksthrough within anarrow length along
the bathymetric profile leading to the small plume width as compared to Long Shot, where all
realizations show above 85 percent mass breakthrough. The last quantity in Figure 5.24 is the
distance from the divide to the plume center. When accounting for matrix diffusion, about 117
realizations (out of 240) did not contribute to the final breakthrough results at Long Shot. This
number isto be compared to 240 (out of 300) at Milrow. Theserealizationshavelatearrival and slow
groundwater velocities, which increase the residence time of the massin the fractured system and
allow for more diffusion into the matrix as opposed to the realizations with early arrival and high
velocities.

Figure 5.23 shows the distribution of the depth below MSL of the plume edges where
breakthrough occurs. This information is very important for risk assessment studies as it helps
determinethenatureof thecurrentsthat disperse theflowing massand thetype of seacreaturesliving
at these depths. The figure shows that the left edge of the plume exists at a depth of 20 to 40 m,
whereas the right edge exists at a depth of 40 to 80 m below MSL. Breakthrough at Milrow occurs
at depths ranging from 2 m to about 25 m. The deeper locations at Long Shot are a result of the
different bathymetric profile as compared to Milrow, Figure 2.9.

5.2.2 Transport Results with Radioactive Decay

For al 12 radionuclides representing thefirst five cases, the results are tabulated in Table 5.6.
No breakthrough occurred for radionuclidesin Case 6 (though the sensitivity analysis of the matrix
diffusion parameter did result in breakthrough for Case 6, as discussed later in Section 6). The
structure of thetableissimilar to that of Table 5.3 presented earlier for Milrow. Figure 5.24 depicts
the flux and concentration results for tritium, 3H, which is an element in Case 1, with a matrix
diffusion parameter value of 0.434. The normalized mean concentration distribution has a peak
value of about 1.8 x 104, which is the highest value among the three tests. Recall that this valuefor
Milrow was 1.6 x 108, Adding one standard deviation to the L ong Shot value|eadsto anormalized
3H peak mean concentration of about 2.5 x 103, This peak occurs roughly at 25 to 30 years after
the test and at about 3,500 m from the island center (about 1,370 m from the shoreline). These
normalized concentrations are about four orders of magnitude larger than the result at Milrow. The
arrival timeat Long Shot is40to 75 yearsearlier than Milrow. Thisisto be expected, asthe shallow
cavity location leadsto shorter travel distancesto the seepage face. Furthermore, the location of the
cavity within the freshwater lens with very high vel ocities|eadsto shorter travel times as compared
toMilrow. Theresultsfor 14C, showninFigure 5.25, show that themassflux and peak concentration
are about an order of magnitude higher than those of 3H with k = 0.434. The normalized peak of
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Table 5.6a. Peaks of expected and standard deviation of mass flux and the associated times and locations for radionuclidesin the Long Shot
source term. The elementsin Class 6 are completely decayed.

Case Radio- Haf-life <Q>max Time (0Q)max Time <OPmax Time Location (Og)max Time Location

nuclide

1 SH 4.49e+03 2.2819e-009 3.1781et001 2.1255e-008 2.9041e+001 5.7314e-012 2.8493e+001 3.5000e+003 6.7322e-011 2.7397e+001  3.5000e+003
l4c 2.09e+06 4.5037e-008 1.9836e+002 2.6974e-007 1.0685e+002 6.8559e-011  1.0795e+002 3.5800e+003 6.3165e-010 8.5479e+001  3.5800e+003
85K r 3.91e+03 1.7695e-009 2.9589e+001 1.6841e-008 2.6849e+001 4.5505e-012  2.6849e+001 3.5000e+003 5.3802e-011 2.6301e+001  3.5000e+003
85Rb stable 4.6171e-008 2.1315e+002 2.7303e-007 1.0904e+002 6.9416e-011  1.1123e+002 3.5800e+003 6.3598e-010 8.8219e+001  3.5800e+003

2 36C] 1.10e+08 2.2992e-008 2.1260e+002 1.3593e-007 1.0904e+002 3.3522e-011 1.1342e+002 3.5800e+003 3.0983e-010 8.8767e+001  3.5800e+003
129 5.73e+09 2.3003e-008 2.1260e+002 1.3596e-007 1.0904e+002 3.3531e-011 1.1342e+002 3.5800e+003 3.0989%e-010 8.8767e+001  3.5800e+003

3 90gr 1.06e+04 7.8061e-009 4.7123e+001 6.4799e-008 4.2192e+001 1.6773e-011 4.1644e+001 3.5400e+003 1.8979e-010 3.7808e+001  3.5000e+003
Dy 2.67e+00 1.9668e-012 4.7123e+001 1.6326e-011 4.2192e+001 4.2260e-015 4.1644e+001 3.5400e+003 4.7817e-014  3.7808e+001  3.5000e+003
0zr stable 45933e-008 2.2849e+002 2.5782e-007 1.3151e+002 6.6001e-011  1.4027e+002 3.5800e+003 5.7582e-010 1.0849e+002  3.5800e+003

4 99TC 7.78e+07 9.2846e-009 2.1370e+002 55027e-008 1.0849e+002 1.4187e-011  1.0466e+002 3.5800e+003 1.3198e-010 8.4932e+001  3.5800e+003

5 3rcs 1.10e+04 6.4987e-009 4.8219e+001 5.3695e-008 4.3288e+001 1.3979e-011 4.3836e+001 3.5800e+003 1.4522e-010 4.2192e+001  3.5800e+003
3’Ba  stable 3.6911e-008  2.2959e+002 2.0645e-007 1.3370e+002 5.3348e-011  1.4356e+002 3.6200e+003 4.6512e-010 1.0849e+002  3.5800e+003

Table 5.6b. Peaks of expected and standard deviation of concentration and the associated times and locations for radionu-
clidesin the Long Shot source term. The elementsin Class 6 are completely decayed.

Case Radio- Half-life <C>max Time Location (0c)max Time Location OTime O ocation

nuclide

1 SH 4.49e+03 1.9868e-004 2.7945e+001  3.5000e+003  2.6769e-003 2.7397e+001  3.5000e+003  3.4894e+002  2.8975e+002
l4c 2.09e+06 2.0276e-003 1.0137e+002  3.5800e+003  2.3295e-002 7.0137e+001  3.5000e+003  3.4894e+002  2.8975e+002
85K r 3.91e+03 1.5845e-004 2.6301e+001  3.5000e+003  2.1456e-003 25753e+001  3.5000e+003  3.4894e+002  2.8975e+002
85Rb stable 2.0503e-003 1.0411e+002 3.5800e+003  2.3276e-002 7.3973e+001  3.5000e+003  3.4894e+002  2.8975e+002

2 36C| 1.10e+08 1.0050e-003 9.9726e+001  3.5400e+003 1.1304e-002 7.6712e+001  3.5400e+003  3.5029e+002  2.8866e+002
129 5.73e+09 1.0052e-003 9.9726e+001  3.5400e+003 1.1306e-002 7.6712e+001  3.5400e+003  3.5029e+002  2.8866e+002

3 0gr 1.06e+04 5.6925e-004 3.8904e+001  3.5000e+003  7.4415e-003 3.7260e+001  3.5000e+003  3.4880e+002  2.8975e+002
0y 2.67e+00 1.4342e-007 3.8904e+001  3.5000e+003 1.8749e-006 3.7260e+001  3.5000e+003  3.4880e+002  2.8975e+002
90zr stable 1.9266e-003 1.3041e+002  3.5800e+003  2.0241e-002 9.5342e+001  3.5000e+003  3.4880e+002  2.8975e+002

4 999Tc 7.78e+07 4.1982e-004 1.1178e+002 3.6200e+003  4.7040e-003 7.6712e+001  3.5400e+003  3.5106e+002  2.8289e+002

5 37cs 1.10e+04 4.3458e-004 4.1644e+001  3.5400e+003  5.4721e-003 4.0000e+001  3.5400e+003  3.5032e+002  2.8985e+002
13’Ba stable 1.5761e-003 1.3425e+002  3.6200e+003  1.5954e-002 1.0356e+002  3.5400e+003  3.5032e+002  2.8985e+002
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Figure 5.24. Statistics of mass flux and concentration for 3H from Long Shot with k = 0.434.

153



x 10

) w IN

<Q> /Mg (1 day)

A

al
o
o

500

1000 1500 2000 2500

N
a1
o
Q

w
a1
o

3000

Distance from GW Divide (m)
5
o
(@]

<g>/Mg

250
0

al
o
o

500

1000 1500 2000

N
a1
o
o

w
a
o

3000

Distance from GW Divide (m)
5
o
(@]

<C>/C 0

250

500

1000 1500 2000
Time (years)

<11

>%1O

5

>§103

15

0.5

x 107

35
3N
Iy
o 2.5-| \
= ')
= \
> 21 \
< ) \
+ \
A 150 \
9‘ I \\~
2 1] LY -
I ~“~-~
0.50
|
O L L L L
0 500 1000 1500 2000 2500
10"
500 ¢
4500 s
4
4000
3
350
2
3000 1
(<g> +0g) Mg
250
0 500 1000 1500 2000
500 0.025
4500 0.02
4000 0.015
350 0.01
3000 0.005
(<C> +o¢) ICo
250 : : s :
0 500 1000 1500 2000

Time (years)

Figure 5.25. Statistics of mass flux and concentration for 14C from Long Shot with x = 0.434.

154



the mean concentration is found to be about 2.0 x 103, and occurs at about 100 years and at 3,500 m
from the groundwater divide.

5.2.3 Long Shot Summary and Discussion

The numerical modeling for groundwater flow and radionuclide movement at Long Shot is
performed in two stages: a calibration stage and a final modeling stage. The calibration utilized
chloride concentration data from one well (EH-5) and head data from a number of wells clustered
around the working point of Long Shot. As the quality of the chemical datawas questionable due
to possible mixing with drilling fluids, a close match to the head data was the target regardless of
how the simulated concentrations compare to the measurements. The flow model was successfully
calibrated using higher recharge and conductivity than used at Milrow. Calibration indicated that
the heads at Long Shot are higher than at Milrow. In addition, the random distributions generated
for thefinal modeling stage weredifferent than Milrow. Thefinal modeling resulted inaconfidence
interval around the mean that encompasses al head data and part of the concentration data.

The main feature that distinguishes Long Shot from Milrow (and Cannikin) is the location of
the cavity, whichisvery shallow in comparison. Dueto this shallow location, all the generated flow
realizations encountered a transition zone that lies bel ow the cavity. Therefore, the cavity isalways
located within the freshwater lens and radionuclide migration occurs through the recharge water
moving down and aong the transition zone towards the seafloor. This resulted in a 100 percent
breakthrough for about 90 percent of the realizations within the selected time frame. The cavity
location also has the implication that the travel distances from the test to the seafloor are much
smaller than in the other two tests and as such, breakthrough occurs earlier with higher massfluxes
and concentrations. Mean concentrations are, in general, one to a couple of orders of magnitude
higher than the other two tests depending on the radionuclide’s half-life.

5.3 Cannikin Flow and Transport Results

Three random distributions are generated for the conductivity, recharge and fracture porosity.
Distributionswith 500 valuesof conductivity and recharge are generated. Anupper andalower limit
for therecharge-conductivity ratio are specified to ensurethat thetransition zoneiswithin thedepths
that arethought to encompassthe transition zone. Thethickness of the freshwater lensis considered
much larger than that at Milrow. Therefore, 500 random K valuesand asimilar number for Rech are
generated with no correlation among the generated values. The cases that satisfy the condition
0.0047 < Rech/K = 0.0349 are selected, which yielded 260 realizations of the random values. These
limits are chosen based on the individual results of the location of thetransition zonerelative to the
chloride concentration data. It should be mentioned that the lower limit is about four times the one
used for Milrow but the upper limit isthe same. The minimum, mean and maximum valuesof K are
2.17x103,1.19x 102, and 4.44 x 10-2 m/day, respectively. For the recharge, theselimits are 0.809,
3.62, and 18.89 cm/year, respectively. Independently of these values, 260 random porosity values
are generated with aminimum of 1.0 x 10->, amean of 4.31 x 104, and amaximum of 5.2 x 103
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Table 5.7 summarizes these values as well as the standard deviation and the type of the distribution
used to generate the parameter values. Figure5.26 displays the histograms of these three
distributions. In comparing these distributions to those used in Milrow, it is found that recharge has
a higher mean but conductivity has a lower mean. Also, the Cannikin recharge mean is dlightly
higher than Long Shot, and the conductivity mean issightly lower than at Long Shot. Thisisdone
as an attempt to reproduce a deeper transition zone as compared to Milrow and Long Shot. Porosity
values, on the other hand, show a similar distribution as for the other two sites.

Table5.7. Parameter range for Cannikin flow and transport simulations.

Parameter Minimum Mean Maximum o Distribution
K 2.17 x 103 1.19x 104 4.44 x 104 6.65x 10°  ~lognormal
Rech 0.808 3.62 18.89 2.32 ~ lognormal
0 1.0x 107 4.31x 104 52x103 54x 104 ~ lognormal
A - 100 - - -
Ay - 10 - - -
a_ - 5.0 - - -
ar
K
Kg

- 05 - - -
- 0.434 - - -
- 1.26 x 107 - - -

Figure 5.27 compares the recharge-conductivity ratio and the conductivity-porosity ratio for
thegenerated distributionsto the base-casevalues. Recall that inthe basecase, K = 1.38 x 10-2m/day,
Rech = 5.48 cm/year, and 6 = 5.0 x 10%. The plots in Figure 5.27 illustrate how the two ratios
(Rech/K and K/6) vary among the 260 realizations around the base-caseratios. Ascan beseeninthe
figure, Rech/K variesfrom aminimum that is about 0.4 timesthe base-case ratio to a maximum that
isabout threetimeslarger. The conductivity-porosity ratio variesfrom about 0.0 timesthe base-case
value to about 50 times larger than the base-case value. More realizations lie above the base-case
lines, whichisaconservative selection, asthe high K/6 ratioslend to earlier arrival of massand less
mass diffusion and decay.

FEFLOW is used to solve the density-driven flow problem for 260 realizations with the
recharge, conductivity, and porosity values already generated. Macrodispersivity values are fixed
at 100 m and 10 minthelongitudinal and transverse directions, respectively. Domain geometry and
boundary conditions remain unchanged and are similar to the one used in Section 4. To assess the
choice of the combined random values used in this analysis, the results of these realizations at
locations of UAe-1, UA-1, and HTH-1 areanalyzed. Figure 5.28 isaplot of the concentration and
head profiles in UAe-1 in terms of the mean of the 260 realizations, the mean + one standard
deviation, the base-case result and the measured data. Thefirst observation in thisfigureis that the
mean of the M C realizations predicts ahigher transition zone than the base case (recall that the base
case is different than the calibration case in the sense that chimney changes in porosity and
conductivity arenot incorporated in thecalibration). The one standard deviation confidenceinterval
encompasses all but one of the data points for the head at UAe-1, but is still above the clustered
chloride concentration data at depthsin excess of 1,600 m. The head dataat UA-1 and HTH-1 are
plotted against the simulation results in Figure 5.29. Again, the confidence interval in the figure
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encompasses all the head data at the two wells. The mean of the Monte Carlo simulations predicts
alower head at UA-1 and isapoorer match to the datathan the base case, but it matchesthe HTH-1
head better than the base case. These comparisonsindicatethat the sel ected distributions of recharge,
conductivity and porosity lead to aset of results with mean head distribution closetothewells' data
and range of variability bounding al but one available data point. Again, since the quality of the
concentration datais considered more questionabl e than that of the head data, and the concentration
profile is more likely to violate the steady-state assumption, not matching the chemical datais
tolerated for the modeling scenario for Cannikin.

Radionuclidetransport simulations areal so performedinamanner similar to Milrow and Long
Shot. All transport parameters arekept constant in all realizations. Glassdissol ution rate, kg, istaken
as1.26 x 10~/ day-1, local dispersivitiesarefixed at 5.0 and 0.5 m, and thematrix diffusion parameter
isassigned avalueof 0.434 asdiscussed earlier. The particle-tracking simulationsare performed for
the same six cases and the same parameter values shown in Table 5.2. Aswas done for Milrow, the
non-decayed transport results are discussed and the final decayed results are shown for a selected
number of radionuclides.

5.3.1 Undecayed Transport Results

The undecayed breakthrough curvesfor the six solute classeswith and without matrix diffusion
aremore or less similar to those presented for Milrow in Section 5.1. Therefore, thereisno need to
repeat the plot and the corresponding discussion here. Theresultsthat are of interest andimportance
to risk assessment studies are those related to the first arrival time and the location of the
breakthrough. Similar to the analysis of Milrow, the 260 realizations are analyzed in terms of the
percentageof massthat breaksthrough within 2,200 years, thefirst arrival time, thelast arrival time,
theduration of breakthrough, thelocation of the plume edgeswith respect to the bathymetric profile,
the plumewidth, thelocation of the plume center after matrix diffusion computation, and the depths
below MSL where breakthrough occurs. Figure 5.30 shows the distribution of the mass percentage
that reaches the seafloor within the 2,200-year time frame. About 139 realizations out of 260 show
less than 1 percent of the total mass reaching the breakthrough boundary. Out of these realizations,
about 85 do not show any mass breakthrough. A total number of 157 realizations have less than 5
percent of the total mass out within that time frame, 175 have less than 10 percent of the mass out
and only about 5 realizations have above 90 percent of the mass out.

Figure 5.31 displays the distributions of thefirst arrival time (whether it isfor one particle or
athousand particles), the last arrival time and the duration of breakthrough. The figure shows that
about 32 realizations (out of 260) show afirst mass arrival within 60 years. Many realizations show
afirst arrival timeless than 1,000 years. Again, about 85 realizations do not show any mass arrival
within the ssimulation time. The figure also shows that about 140 realizations require alast arrival
time beyond 2,200 years. For the breakthrough duration, most of the realizations that show a
breakthrough have duration between 1,000 and 2,200 years. Figure 5.32 displays the distributions
of the locations of the plume edges on the bathymetric profile, the plume width, and the distance
from the groundwater divide to the center of the plumethat is obtained after accounting for matrix
diffusion effect. Thelocation of theleft (first) edgeof the plumein many realizationsisconcentrated
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between 4,000 m and 5,000 m from theisland centerline, whilethe right (second) edge of the plume
islocated within the range 4,600 m to 6,000 m. The location of the right edge of the plume shows
more spread thantheleft edge. The breakthrough at Cannikinisspread over alengththat variesfrom
200 mtoabout 1,800 mwith notendency toward certain width, whereasat Milrow many realizations
showed a plume width between 400 and 800 m and at Long Shot the distribution of the plumewidth
has peaks between 1,000 and 1,200 m.

The last quantity in Figure 5.32 is the distance from the divide to the plume center. When
accounting for matrix diffusion, about 225 realizations (out of 260) did not contribute to the final
breakthrough results at Cannikin. This number isto be compared to 240 (out of 300) at Milrow and
117 (out of 240) at Long Shot. These realizationshavelatearrival and slow groundwater velocities,
which increase the residence time of the massin the fractured system and allow for more diffusion
into the matrix as opposed to the realizations with early arrival and high velocities. These latter
realizationsareonly 35 in Cannikin and as such onewoul d expect the Cannikin breakthrough results
to have the lowest mass flux and concentration val ues.

Figure 5.33 shows the distribution of the depth below MSL of the plume edges where
breakthrough occurs. This information is very important for risk assessment studies as it helps
determinethenatureof thecurrentsthat disperse theflowing massand thetype of seacreaturesliving
at these depths. The figure shows that the left edge of the plume exists at a depth of 45 to 75 m,
whereas the right edge exists at a depth of 50 to 80 m below MSL. Breakthrough at Milrow occurs
at depths ranging from 2 to about 25 m and at Long Shot it occurs at depths between 20 to 70 m.
The different depths at the three tests are aresult of the different bathymetric profiles as can be seen
from Figure 2.9.

5.3.2 Transport Results with Radioactive Decay

For all 12 radionuclides representing the first five cases, the transport results are tabulated in
Tables 5.8a and 5.8b. The tables are similar to Tables 5.3a and 5.3b presented earlier for Milrow.
Figure 5.34 depicts the flux and concentration results for tritium, 3H, which is an element in Case
1, with amatrix diffusion parameter value of 0.434. The mean concentration distribution has a peak
value of about 1.9 x 109 times the initial source concentration, Co. Adding one standard deviation
to this value leads to anormalized peak of about 3.0 x 10°8. This peak occurs roughly at 100 years after
thetest and about 5,300 m from theisland center (about 2,970 m from the shoreline). These normalized
concentrations are about one order of magnitude lower than those for Milrow. A ten-year later arrival
time and a more spreading of mass cause this concentration reduction in comparison with Milrow. In
comparison to Long Shot, Cannikin fluxes and concentrations for 3H are about five to six orders of
magnitude lower. The results for 14C, shown in Figure 5.35, show significant mass flux and peak
concentration as compared to 3H with k = 0.434. The normalized pesk of the mean concentration is
found to be about 9.0 x 105, and occurs a about 1,200 to 1,500 years and at 5,500 m from the
groundwater divide. These values are less than an order of magnitude lower than at Milrow and about
two orders of magnitude lower than a Long Shot.
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Table 5.8a. Peaks of expected and standard deviation of mass flux and the associated times and locations for radionuclides in the Cannikin source
term. The elementsin Class 6 are completely decayed.

Case Radio- Haf-life <Q>max Time (0Q)max Time <O>max Time Location (Og)max Time Location

nuclide

1 SH 4.49e+03 2.2682e-015 1.0740e+002 3.6498e-014 1.0740e+002 9.5484e-018 1.0137e+002 5.3000e+003 1.5367e-016 1.0137e+002 5.3000e+003
14c 2.09e+06 2.4789e-010 1.6241e+003 2.5332e-009 1.3315e+003 3.9393e-013 1.1140e+003 5.4200e+003 5.8704e-012 9.9781e+002 5.4200e+003
85Kr 3.91e+03 9.5301e-016 1.0027e+002 1.5336e-014 1.0027e+002 4.2107e-018 9.4795e+001 5.3000e+003 6.7765e-017 9.4795e+001 5.3000e+003
85Rb stable 3.0916e-010 2.0910e+003 3.0316e-009 1.6762e+003 4.5874e-013 1.5753e+003 5.5000e+003 6.6673e-012 1.1140e+003 5.4200e+003

2 36C| 1.10e+08 1.5005e-010 2.1008e+003 1.4728e-009 1.6921e+003 2.2169e-013 1.2975e+003 5.4200e+003 3.2278e-012 1.1293e+003 5.4200e+003
129 5.73e+09 1.5077e-010 2.1145e+003 1.4784e-009 1.7014e+003 2.2234e-013 1.3025e+003 5.4200e+003 3.2361e-012 1.1332e+003 5.4200e+003

3 0gr 1.06e+04 9.2055e-014 1.6712e+002 1.4767e-012 1.6658e+002 2.8592e-016 1.5342e+002 5.2200e+003 4.6013e-015 1.5342e+002 5.2200e+003
Ny 2.67e+00 2.3193e-017 1.6712e+002 3.7206e-016 1.6658e+002 7.2037e-020 1.5342e+002 5.2200e+003 1.1593e-018 1.5342e+002 5.2200e+003
0zr stable 1.8335e-010 2.1036e+003 1.7993e-009 1.6926e+003 2.6601e-013 1.6488e+003 5.5000e+003 3.8095e-012 1.0230e+003 5.3800e+003

4 99Tc  7.78e+07 6.2483e-011 2.0751e+003 6.1458e-010 1.6559e+003 1.0465e-013 1.3441e+003 5.4600e+003 1.5554e-012 9.8082e+002 5.3800e+003

5 187Cs  1.10e+04 1.4743e-013 1.7041e+002 2.3636e-012 1.6986e+002 4.6180e-016 1.6767e+002 5.3800e+003 7.4319e-015 1.6767e+002 5.3800e+003
13’'Ba  stable 2.4861e-010 2.0816e+003 2.4408e-009 1.6641e+003 3.6183e-013 1.7556e+003 5.5400e+003 5.0924e-012 1.2038e+003 5.4600e+003

Table 5.8b. Peaks of expected and standard deviation of concentration and the associated times and locations for radionuclidesin the
Cannikin source term. The elementsin Class 6 are completely decayed.

Case Radli'(é— Half-life <C>max Time Location (0c)max Time Location OTime O ocation

nuclide

1 3H 4.49e+03 1.9520e-009  1.0137e+002  5.3000e+003  3.1415e-008  1.0137e+002  5.3000e+003  2.0833e+002  6.5065e+002
14c 2.09et06 9.4683e-005  1.2838e+003  55000e+003  1.3577e-003  1.0975e+003  5.5000e+003  2.0833e+002  6.5065e+002
85Kr 3.91e+03 8.6081e-010  9.4795e+001  5.3000e+003  1.3853e-008  9.4795e+001  5.3000e+003  2.0833e+002  6.5065e+002
85Rb stable 1.1226e-004  1.5589e+003  5.5000e+003  1.5655e-003  1.2712e+003  5.5000e+003  2.0833e+002  6.5065e+002

2 36C 1.10e+08 5.1929e-005  1.5792e+003  55400e+003  7.1875e-004  1.1293e+003  5.4200e+003  2.1508e+002  6.3753e+002
129) 5.73e+09 5.2114e-005  1.5858e+003  55400e+003  7.2059e-004  1.1315e+003  5.4200e+003  2.1508e+002  6.3753e+002

3 90gr 1.06e+04 5.4407e-008  1.5342e+002  5.2200e+003  8.7559e-007  1.5342e+002  5.2200e+003  2.1375e+002  6.2121e+002
0y 2.67e+t00 1.3708e-011  1.5342e+002  5.2200e+003  2.2060e-010  1.5342e+002  5.2200e+003  2.1375e+002  6.2121e+002
90Zy stable 6.5042e-005  1.6345e+003  5.5000e+003  8.8996e-004  1.3874e+003  5.5000e+003  2.1375e+002  6.2121e+002

4 999Tc  7.78e+07 2.3241e-005  1.3392e+003  5.4600e+003  3.1998e-004  1.1293e+003  5.4600e+003  2.1472e+002  6.1975e+002

5 187Cs  1.10e+04 9.4409e-008  1.6767e+002  5.3800e+003  1.5193e-006  1.6767e+002  5.3800e+003  2.0988e+002  6.2908e+002
187Ba  stable 8.8172e-005  1.7288e+003  5.5400e+003  1.1855e-003  1.2849e+003  5.5000e+003  2.0988e+002  6.2908e+002




5.3.3 Summary and Discussion

The numericd modding for the test a Cannikin is performed in two stages: a calibration stage
and afina modeling stage. The cdlibration utilized chloride concentration data from one well and head
datafrom three wells. Asthe quality of the concentration datawas questionable, afocus was placed on
getting a close match to the head data regardless of how the simulated concentrations compare to the
measurements. Calibration indicated that the heads at Cannikin are higher than at Milrow and Long
Shot, and the transition zone should therefore be deeper. This resulted in recharge and conductivity
values higher than those used for the base case at Milrow. Thefinal modeling resulted in a mean head
distribution closer to the data than the base case and the calibration case at the samelocations, but more
deviating at other locations. The confidence interval around that mean encompasses all the head data
for the three wells.

Trangport results indicated that the radionuclides movement at Cannikin is only dightly slower
than Milrow (on average). That may be attributed to the location and size of the cavity. The Milrow
cavity extends for 212 m in the two directions, whereas the Cannikin cavity is about 355 m on aside.
Also, the working point at Milrow is located at about 1,218 m and that of Cannikin is at about 1,791
m below ground surface. This leads to longer travel distances in the case of Cannikin, which leads to
alater arrival of massto the breakthrough boundary as compared to Milrow. Theflux and concentration
vaues at Cannikin change from less than an order of magnitude to about an order of magnitude lower
than Milrow, and from two to about five orders of magnitude lower than Long Shot results.
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6. SENSITIVITY STUDIES

Asin every numerical simulation of agroundwater system, the modeling of Amchitkalsland
is conducted in the face of significant uncertainties. Where data allowed, uncertainty in critical
parameter values was incorporated directly in the modeling process. Performing the modeling with
mean values and distributions of important parameters allows the uncertainty in those parameters
to be accounted for and carried into the subsequent risk assessment through a standard deviationin
the breakthrough curves. However, some uncertainties cannot be addressed through that process,
either dueto alack of datafrom whichto derive meansand distributions (asin the case of the matrix
diffusion parameter), or because the uncertainty isin the underlying conceptual model or numerical
approach. A variety of sensitivity analyses are presented now to address some of these issues. The
first set of sensitivity problems can be addressed using the two-dimensional model formulation
presented in the previous section. The second set requires expanding the model into the third
dimension.

6.1 Two-dimensional Sensitivity Studies

Thetwo-dimensional FEFL OW formulation of thethree sitesisused to evaluatethefollowing
topics: issues related to the numerical solution of the transport problem, the sensitivity of transport
results to the matrix diffusion coefficient, the possibility of transport by colloids, the impact of the
island half-width on the model, and finally, the possible system response to sea level change.

6.1.1 Numerica Solution Issues

The density variations due to the saltwater intrusion problem lead to a spatialy varying
velocity field asshown in Figure 6.1 and Figure 6.2. Thevelocity valuesare only known at specific
points according to the finite-element solution of the flow problem. These points do not form a
uniform grid, as would be the case in the finite difference models. For computational convenience,
we grid the non-uniformly spaced vel ocity vectors using nearest-neighbor interpolation and obtain
the velocity vectors at a uniformly-spaced two-dimensional grid. This facilitates the interpolation
of the velocity needed for determining particle velocity for radionuclide transport simulations.
Particle velocity needs to be interpolated from the surrounding known velocity values. A number
of studies dealt with the velocity interpolation and presented different alternatives for computing
particlevelocity inpurely advectivetransport regimes. Theseinclude, but arenot limited to, Pollock
(1988), Goode (1990), Schafer-Perini and Wilson (1991) and LaBolleet al. (1996). The common
result of these approaches is that for heterogeneous media, the linear and bilinear interpolation
schemesyield similar results [e.g., Goode (1990, Fig. 17) and LaBolleet al. (1996, Figs. 12-14)].
Although we do not consider medium heterogeneity, the salinity variability leadsto heterogeneous
velocity distribution for which the interpolation schemes need to be eval uated.

First, we check the aspects of the velocity gridding and interpolation. The accuracy of the
conversion of the non-uniformly spaced velocity vectors into uniform grid values is evaluated in
Figures 6.1 and 6.2. In these figures, we compare the origina velocity vectors obtained from
FEFLOW on the finite-element mesh to the interpolated-velocity (or the gridded-velocity)
streamlines. As can be seen from different insets in the figures, the streamlines obtained from the
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interpolated velocity (magentalines) are following very closely the original velocity vectors (blue
arrows) of thenon-uniform grid. Thevelocity vectorsrun parallel tothese streamlinesand show very
good correspondence starting from the cavity location and ending at the seepage face across the
seafloor.

The other aspect we check isthe accuracy of theinterpolation of the gridded velocity to obtain
particle velocity. The colored figures discussed above also show the advective particle tragjectories
(green lines), which match very closely the original velocity vectors and the streamlines of the
gridded velocity. This qualitative evaluation indicates that the gridded velocity and the particle
interpolation scheme employed in our simulations are sufficient for obtaining accurate estimates.
One should also remember that the actual ssmulations are performed with local-scale dispersion,
whichisimplemented by adding random stepsto the particle movement. Theserandom stepschange
the streamline the particle follows in arandom manner such that any errorsin the particle velocity
interpolation may be smeared out by the addition of these random steps.

To check the sensitivity of the results of the random walk transport simulations to the vel ocity
interpolation scheme, we employ a bilinear and an inverse distance interpolation scheme and
compare the breakthrough results for thefirst scenario of the Milrow settings. Figure 6.3 showsthe
non-decayed mean and standard deviation of the total mass flux crossing the seafloor as afunction
of time using both bilinear and inverse-distance interpolation schemes. The third subplot in the

figureisamagnification of the OQ profile for atime frame of 200 years. The results show that the
two interpolation schemes yield similar peak value and arrival time for both the mean and the
standard deviation of themassflux. Thedifferencesthat exist betweenthetwointerpol ation schemes
arevery minor, indicating that any of thetwo schemeswould lead to the same exact final result (after
applying matrix diffusion and decays computations).

Standard random walk methods (represented by Equation 3.7) usually rely on the assumption
that medium properties such as porosity, 6, and dispersion coefficient, D, are sufficiently smooth.
Discontinuitiesin effective subsurface transport propertiesthat may arise in discrete velocity fields
of numerical groundwater flow models violate this smoothness assumption (LaBolle et al., 2000).
Therefore, when either 6 or D are discontinuous (e.g., step functions, as is the case between the
cavity and the surrounding domain), these standard methodsfail (LaBolle et al., 1996) becausethe
gradient terms of D and/or 6 cannot be formally defined. LaBolle et al. (2000) developed
generalized stochastic differential equations applicable to the case of discontinuous coefficients
(e.g., dispersion coefficients) and devel oped anew random walk method that numerically integrates
these equations. That method is applicablefor cases of abrupt changesin transport parameters and
velocity values. The new random-walk equations proposed by LaBolle et al. (2000) can be written
as

Xq = Xt + V(X 4t + (2D(V(X; + 6,1)Aat)Y2 - Z (6.1)

where the displacement vector 6 is defined as
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0 = (2D(V(X a2 - z (6.2)

Theideain this approach is to evaluate the advective step of the particle using the velocity at
the current position of the particle (X;), and at time t. The dispersive step is performed using
dispersion coefficients evaluated at an intermediate location, (X + 8), where the increments vector
O represents dispersive steps from the current location, X;, to the intermediate location, X; + 9.
Comparing Equations (6.1) and (6.2) to Equation (3.7), one can see that the dispersion gradients
(which arenot defined at interfacesbetween domain blocks) arenot neededin LaBolleet al.’s(2000)
approach.

It is of interest to compare the performance of this modified approach with the traditional
random walk method in one of thethreetests. Weplot in Figure 6.3 the mean and standard deviation
of the mass flux crossing the seafloor for Milrow. These results do not account for matrix diffusion
or for radioactive decay. The figure compares thetraditional random walk method (which relieson
computing gradient terms) using bilinear and inverse square-distance interpolation schemes for
particle velocity to the modified approach of LaBolle et al. (2000). As mentioned earlier, the
traditional approachisnot very sensitivetothe particlevel ocity interpolation scheme. The modified

approach of LaBolle et al. (2000) results in much lower values for both <Q> and ©Q at all times.

We, however, performed al simulations using the inverse square-distance interpolation scheme,
which yields the highest mass flux values and earliest arrival. If one agrees that LaBolle et al.’s
(2000) approach is more accurate than the traditional approach, our results can be viewed as
conservative estimates of the radionuclide arrival to the seafloor.

In terms of the spatial-tempora distribution of the point mass flux, g(x, t), crossing the
seafloor, Figure 6.4 shows acomparison similar to that presented for Q(t), but including the matrix
diffusion effect. The same conclusion can bedrawn fromthisfigurethat theinverse distance scheme
used in our simulations is the most conservative one and thus the modified approach of LaBolle et
al. (2000), though may be more accurate, is not implemented for our simulations.

6.1.2 Matrix Diffusion Coefficient

The parametric uncertainty analysisidentified the matrix diffusion parameter, k, asasensitive
parameter in the transport analysis. Despite this, matrix diffusion was not selected as an uncertain
parameter for the final modeling stage because few data are available to guide the generation of the
random distributions of k. Instead, a sensitivity approach is used to understand the impact of
uncertainty in matrix diffusion. In addition to the base-case value used earlier (k of 0.434), an
order-of-magnitude lower « is evaluated here to assess the sensitivity of the transport results to the
uncertainty associated with this parameter. Recall that the value of 0.434 itself already allows less
diffusion than the best estimate of k of 1.37 day-Y/2. This particular sensitivity analysisisperformed
using all of the flow realizations generated for the three sites and includes parameter uncertainty as
used in the base-case models presented in Section 5, with the only difference being the lower k of
0.0434 day-12,
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Figure 6.5 (top) shows the undecayed breakthrough curves for the first solute class (100
percent hydraulic release) at Milrow with and without matrix diffusion. Thetwo casesfor the matrix
diffusion parameter are plotted in the figure. Without any matrix diffusion, a very early
breakthrough is observed wherethefirst mass arrival occurs at about five years after the test. When
adding matrix diffusion with k =0.434 (the base case), asignificant reductioninthe massflux values
isobtained and thereisasignificant delay in mass arrival. A typical feature of the matrix diffusion
effect is to delay the arrival of mass to the breakthrough boundary, reduce the peak and induce a
tailing effect. The shape and length of the tailing effect depends on the parameters governing the
diffusion into the rock matrix, which are represented by k. The results with k = 0.0434 also show
asignificant reduction (two orders of magnitude at least) in massflux, but lessdelay in massarrival
time.

Theresultsfor each of thesitesshow agreat sensitivity to matrix diffusion. At Milrow, the peak
3H flux isincreased about fiveto six orders of magnitude and occurs earlier (at about 15 years) than
the higher matrix diffusion base case (Figure 6.6 and Figure 5.14). The short half-life of 3H
magnifies the effect of this parameter. As alluded to earlier, the higher values of k lead to delayed
arrival of mass and lower mass fluxes. This delayed arrival encounters significant decay for
short-lived nuclides. The effect of this parameter is much less dramatic for radionuclides with long
half-lives. For example, for 14C, the normalized peak of the mean concentration increases by one
to two orders of magnitude and occurs at about 250 years (Figure 6.7 and Figure 5.15 ). The peak
of the total mass flux is increased two orders of magnitude by decreasing the matrix diffusion
parameter. The effect of this parameter isless dramatic thanit wasfor 3H. Other radionuclides show
similar sensitivities to the matrix diffusion parameter as shown in Table 6.1aand Table6.1b andin
comparison with Tables 5.3a and 5.3b, with the effect essentially dependent on the radionuclide’s
half-life.

The results of the transport simulations for Long Shot show less sensitivity (as compared to
the other two tests) to the value of the matrix diffusion parameter even for the short-lived nuclides.
This is attributed to the short arrival times encountered at Long Shot. The peak for 3H isincreased
about three orders of magnitude and occurs at about seven years (as opposed to 30 yearsin the base
case; compare Figure 6.8 and Figure 5.23). For 14C, the normalized peak of the mean concentration
increases by two orders of magnitude and occurs at about four years, when k is decreased to 0.0434
(compare Figure 6.9 and Figure 5.24). Other radionuclides show similar sensitivities to the matrix
diffusion parameter as shown in Table 6.2a and Table 6.2b, with the effect being less dependent on
the radionuclide’s half-life as compared to Milrow due to the very short arrival times.

At the Long Shot site, the lower matrix diffusion value results in breakthrough of some
radionuclides where none occurred in the base case. The radionuclides in Class 6, which did not
survive the base-case transport scenarios for any of the sites, showed detectable amounts of mass
flux and concentration for the Long Shot case with the smaller matrix diffusion. With the short
arrival times and the smaller value of the matrix diffusion parameter, the elementsin that category
break through but with much lower concentrations and mass fluxes as compared to elementsin the
first five classes. Since Class 6 survived the scenario with the small matrix diffusion (x =
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Table 6.1a. Peaks of expected and standard deviation of mass flux and the associated times and locations for radionuclides in the Milrow source term
for the matrix diffusion sensitivity case of Kk=0.0434. The elementsin Class 6 are completely decayed.

Case Raolllg Half-life <Q>max Time (0Q)max Time <O>max Time Location (0g)max Time Location
nucliae
1 SH 4.49e+03 2.0708e-008 1.3151e+001 3.4778e-007 1.2603e+001 5.6285e-011 1.3151e+001 4.6600e+003 9.7327e-010 1.3151e+001 4.6600e+003
l4c 2.09e+06 4.5348¢-008 1.5342e+001 7.4917e-007 1.4795e+001 1.2312e-010 1.5342e+001 4.6600e+003 2.1289e-009 1.5342e+001 4.6600e+003
85Kr  3.91e+03 1.8637e008 1.2603e+001 3.1300e-007 1.2603e+001 5.0462e-011 1.2603e+001 4.6600e+003 8.7257e-010 1.2603e+001 4.6600e+003
85Rb  stable 3.1055e-008 2.1918e+001 4.9171e-007 1.8630e+001 8.1260e-011 1.8630e+001 4.6600e+003 1.4051e-009 1.8630e+001 4.6600e+003
2 36C] 1.10e+08 221956008 1.5890e+001 3.6651e-007 1.5342e+001 5.3925e¢-011 1.4795e+001 4.6200e+003 9.3246e-010 1.4795e+001 4.6200e+003
129 5.73e+09 2.2196e-008 1.5890e+001 3.6652e-007 1.5342e+001 5.3927e-011 1.4795e+001 4.6200e+003 9.3249e-010 1.4795e+001 4.6200e+003
3 90gy 1.06e+04 1.8993¢-008 1.4247e+001 3.1675e¢-007 1.3699e+001 4.6348e-011 1.3699e+001 4.6200e+003 8.0143e-010 1.3699e+001 4.6200e+003
0y 2.67e+00 4.7854e-012 1.4247e+001 7.9804e-011 1.3699e+001 1.1677e-014 1.3699e+001 4.6200e+003 2.0192e-013 1.3699e+001 4.6200e+003
0zr  stable 1.2129¢-008 6.1370e+001 1.5440e-007 2.2466e+001 2.2048e-011 2.3014e+001 4.6600e+003 3.8124e-010 2.3014e+001 4.6600e+003
4 99Tc  7.78e+07 8.8346e-009 1.5890e+001 145776007 1.5342e+001 253246011 1.4247e+001 4.6200e+003 4.3790e-010 1.4247e+001 4.200e+003
5 137Cs  1.10e+04 2.5847e-008 14247e+001 4.2943¢-007 1.4247e+001 6.4015e-011 1.3699e+001 4.5800e+003 1.1069e-009 1.3699e+001 4.5800e+003
137Ba  sable 1.6260e-008 6.2466e+001 2.0338e-007 2.2466e+001 2.9495¢-011 2.1370e+001 4.5800e+003 5.1001e-010 2.1370e+001 4.5800e+003
Table 6.1b. Peaks of expected and standard deviation of concentration and the associated times and locations for radionuclidesin
the Milrow source term for the matrix diffusion sensitivity case of K=0.0434. The elementsin Class 6 are completely
decayed.
Case Radli'(é— Half-life <C>max Time Location (oc)max Time Location OTime O ocation
nucliae
1 3H 4.49e+03 650226-003  13151et001  4.6600et003  1.1243e-001  1.3151et001  4.6600et003  3.7456et002  6.0644e+002
l4c 2.09e+06 14223e-002  15342e+001  4.6600e+003  24593e-001  15342e+001  4.6600e+003  3.7456e+002  6.0644e+002
85Ky  3.91e+03 5.8294e-003  12603e+001  4.6600e+003  10080e-001  1.2603e+001  4.6600e+003  3.7456e+002  6.0644e+002
8Rb  stable 9.3873e-003  1.8630e+001  4.6600e+003  16232e-001  1.8630e+001  4.6600e+003  3.7456e+002  6.0644e+002
2 36C] 1.10e+08 6.2295¢-003  14795e+001  4.6200e+003  10772e-001  14795e+001  4.6200e+003  3.8422e+002  6.0644e+002
129 5.73e+09 6.2297e-003  14795¢+001  4.6200e+003 ~ 10772e-001  14795e+001  4.6200e+003  3.8422e+002  6.0644e+002
3 90gy 1.06e+04 5.3542e-003  1.3699e+001  4.6200e+003  9.2582e-002  1.3699e+001  4.6200e+003  3.8794e+002  6.1059e+002
%0y 2.67e+00 13490e-006  1.3699e+001  4.6200e+003  2.3326e-005  1.3699e+001  4.6200e+003  3.87%4e+002  6.1059e+002
07y sable 35467e-003  8.1644e+001  3.9800e+003  5.1870e-002  7.2877e+001  3.9800e+003  3.8794e+002  6.1059e+002
4 99Tc  7.78e+07 29255¢-003  14247e+001  4.6200e+003  5.0586e-002  14247e+001  4.6200e+003  4.0143e+002  6.0781e+002
5 137Cs  1.10e+04 7.3429e-003  1.3699e+001  4.6200e+003  1.2697e-001  1.3699e+001  4.6200e+003  3.8413e+002  6.0905e+002
137Ba  sable 46785e-003  7.8356e+001  4.0200e+003  7.1420e-002  7.1233e+001  4.0200e+003  3.8413e+002  6.0905e+002
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Table6.2a. Peaks of expected and standard deviation of mass flux and the associated times and locations for

source term for the matrix diffusion sensitivity case of k=0.0434.

radionuclidesin the Long Shot

Case Racliignu- Half-life <Q>max Time (0Q)max Time <O0>max Time Location (Og)max Time Location
cliae
1 3H 4.49e+03 1.9907e-006 5.4795e+000 1.3867e-005 4.3836e+000 3.4980e-009 3.8356e+000 3.5800e+003 3.4803e-008 3.2877e+000 3.5400e+003
l4c 2.09e+06 2.8710e-006 8.7671e+000 1.7743e-005 4.3836e+000 4.3411e-009 3.8356e+000 3.5800e+003 4.2802e-008  3.8356e+000  3.5800e+003
85K r 3.91e+03 1.9057e-006 4.9315e+000 1.3369e-005 4.3836e+000 3.3885e-009 3.8356e+000 3.5800e+003 3.3860e-008 3.2877e+000  3.5400e+003
85Rb stable 2.0015e-006 3.1233e+001 5.4926e-006 1.0959e+001 2.6448e-009 3.3973e+001 3.5000e+003 1.0244e-008 4.9315e+000 3.6200e+003
2 36C| 1.10e+08 1.4316e-006 8.7671e+000 8.8275e-006 4.3836e+000 2.1534e-009 4.3836e+000 3.6600e+003 2.1044e-008 3.8356e+000  3.5800e+003
129 5.73e+09 14316e-006 8.7671e+000 8.8275e-006 4.3836e+000 2.1535e-009 4.3836e+000 3.6600e+003 2.1044e-008 3.8356e+000 3.5800e+003
3 0gr 1.06e+04 2.3994e-006 6.5753e+000 1.6000e-005 4.3836e+000 3.9651e-009 3.8356e+000 3.5800e+003 3.9076e-008 3.8356e+000  3.5800e+003
Dy 2.67e+00 6.0453e-010 6.5753e+000 4.0313e-009 4.3836e+000 9.9900e-013 3.8356e+000 3.5800e+003 9.8451e-012 3.8356e+000 3.5800e+003
0zr stable 1.3455e-006 5.6986e+001 2.5908e-006 1.7534e+001 1.8528e-009 6.1918e+001 3.5000e+003 4.5222e-009 2.5753e+001  3.5800e+003
4 99TC 7.78e+07 5.7862e-007 8.7671e+000 3.5777e-006 4.3836e+000 9.0926e-010 3.8356e+000 3.5800e+003 8.9610e-009 3.8356e+000  3.5800e+003
5 37cs 1.10e+04 1.9463e-006 6.0274e+000 1.2946e-005 4.3836e+000 3.2331e-009 3.8356e+000 3.6200e+003 3.1716e-008 3.8356e+000  3.5800e+003
137Ba stable 1.0610e-006 5.8630e+001 2.0156e-006 1.8082e+001 1.4601e-009 6.4658e+001 3.5000e+003 3.5121e-009 2.7945e+001  3.6200e+003
6 151gm 3.20e+04 1.2841e-018 8.9425e+002 1.9841e-017 8.9425e+002 1.2826e-020 8.9315e+002 3.3800e+003  0.0000e+000  0.0000e+000  2.0000e+001
151y stable 7.8188e-013  4.3836e+003 8.5068e-012 4.3836e+003 2.7120e-015 4.3836e+003 3.5000e+003 0.0000e+000  0.0000e+000  2.0000e+001
152y 4.93e+03 0.0000e+t000 NA 0.0000e+000 NA 0.0000e+000  0.0000e+000  0.0000e+000  0.0000e+000 NA NA
152G¢ stable 7.8188e-013  4.3836e+003 8.5068e-012 4.3836e+003 2.7120e-015 4.3836e+003 3.5000e+003 0.0000e+000 0.0000e+000  2.0000e+001
234y 8.99e-07 7.7229e-013 4.3836e+003 8.4025e-012 4.3836e+003 2.6787e-015 4.3836e+003 3.5000e+003 0.0000e+000  0.0000e+000  2.0000e+001
238y 1.64e+12 7.8188e-013 4.3836e+003 85068e-012 4.3836e+003 2.7120e-015 4.3836e+003 3.5000e+003 0.0000e+000 0.0000e+000  2.0000e+001
237Np 7.82e+08 7.8077e-013 4.3836e+003 8.4947e-012 4.3836e+003 2.7081e-015 4.3836e+003 3.5000e+003 0.0000e+000  0.0000e+000  2.0000e+001
239y 8.77e+06 6.8900e-013 4.3836e+003 7.4963e-012 4.3836e+003 2.3898e-015 4.3836e+003 3.5000e+003 0.0000e+000  0.0000e+000  2.0000e+001
240py 2.40e+06 4.9255e-013 4.3836e+003 5.3589e-012 4.3836e+003 1.7084e-015 4.3836e+003 3.5000e+003 0.0000e+000 0.0000e+000  2.0000e+001
236y 8.40e09 2.8931e-013 4.3836e+003 3.1476e-012 4.3836e+003 1.0035e-015 4.3836e+003 3.5000e+003 0.0000e+000  0.0000e+000  2.0000e+001
241Am 1.58e+05 25203e-015 2.3419e+003 3.3496e-014 2.1512e+003 1.8115e-017 1.8422e+003 3.3800e+003  0.0000e+000 0.0000e+000  2.0000e+001
23INp#2  7.82e 08 7.8116e-013 4.3836e+003 8.4980e-012 4.3836e+003 2.7095¢-015 4.3836e+003 3.5000e+003 0.0000e+000  0.0000e+000  2.0000e+001
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Table 6.2b. Peaks of expected and standard deviation of concentration and the associated times and locations for
radionuclides in the Long Shot source term for the matrix diffusion sensitivity case of k=0.0434.

Case Raollignu- Half-life <C>max Time Location (0c)max Time Location OTime OL ocation
clide
1 SH 4.49e+03 1.0370e-001  3.8356e+000  3.5800e+003  1.3045e+000  3.2877e+000  3.5000e+003  5.1946e+002  3.3752e+002
14c 2.09e+06 1.2866e-001  3.8356e+000  3.5800e+003  1.5694e+000  3.2877e+000  3.5000e+003  5.1946e+002  3.3752e+002
85Kr 3.91e+03 1.0076e-001  3.2877e+000  3.5400e+003  1.2692e+000  3.2877e+000  3.5000e+003  5.1946e+002  3.3752e+002
85Rb stable 8.2466e-002  4.0000e+001  3.4200e+003  3.3648e-001  4.9315e+000  3.5800e+003  5.1946e+002  3.3752e+002
2 36C 1.10e+08 6.3302e-002  3.8356e+000  3.6200e+003  7.5662e-001  3.2877e+000  3.5400e+003  5.1963e+002  3.3820e+002
129, 5.73e+09 6.3303e-002  3.8356e+000  3.6200e+003  7.5663e-001  3.2877e+000  3.5400e+003  5.1963e+002  3.3820e+002
3 90sr 1.06e+04 1.1749e-001  3.8356e+000  3.5800e+003  1.4515e+000  3.2877e+000  3.5000e+003  5.1946e+002  3.3740e+002
0y 2.67e+00 2.9601e-005  3.8356e+000  3.5800e+003  3.6572e-004  3.2877e+000  3.5000e+003  5.1946e+002  3.3740e+002
90z¢ stable 6.2070e-002  7.1781e+001  3.5000e+003  1.6611e-001  2.7397e+001  3.3000e+003  5.1946e+002  3.3740e+002
999Tc 7.78e+07 2.7239e-002  4.3836e+000  3.6200e+003  3.1002e-001  3.2877e+000  3.5400e+003  5.1950e+002  3.3854e+002
5 137¢cs 1.10e+04 9.7587e-002  3.8356e+000  3.6200e+003  1.1162e+000  3.2877e+000  3.5400e+003  5.1984e+002  3.3761e+002
137Ba stable 4.9305e-002  7.3973e+001  3.5000e+003  1.2845e-001  2.9041e+001  3.3000e+003  5.1984e+002  3.3761e+002
6 151gm 3.29e+04 4.6052e-013  8.9315e+002  3.3800e+003  7.1193e-012  8.9315e+002  3.3800e+003  2.2290e+002  2.8897e+002
181y stable 0.8812e-008  4.3836e+003  3.5000e+003  1.3924e-006  4.3836e+003  3.5000e+003  2.2290e+002  2.8897e+002
152py 4.93e+03 0.0000e+000  NA NA 0.0000e+000  NA NA NA NA
152Gd stable 0.8812e-008  4.3836e+003  3.5000e+003  1.3924e-006  4.3836e+003  3.5000e+003  2.2290e+002  2.8897e+002
234y 8.99e-07 9.7600e-008  4.3836e+003  3.5000e+003  1.3753e-006  4.3836e+003  3.5000e+003  2.2290e+002  2.8897e+002
238y 1.64e+12 9.8812e-008  4.3836e+003  3.5000e+003  1.3924e-006  4.3836e+003  3.5000e+003  2.2290e+002  2.8897e+002
231N p 7.82e+08 9.8672e-008  4.3836e+003  3.5000e+003  1.3904e-006  4.3836e+003  3.5000e+003  2.2290e+002  2.8897e+002
239py 8.77e+06 8.7074e-008  4.3836e+003  3.5000e+003  1.2270e-006  4.3836e+003  3.5000e+003  2.2290e+002  2.8897e+002
240py 2.40e+06 6.2247e-008  4.3836e+003  3.5000e+003  8.7716e-007  4.3836e+003  3.5000e+003  2.2290e+002  2.8897e+002
236y 8.40e09  3.6562e-008  4.3836e+003  3.5000e+003  5.1521e-007  4.3836e+003  3.5000e+003  2.2290e+002  2.8897e+002
241Am 1.58e+05 6.4704e-010  1.8334e+003  3.3800e+003  9.9693e-009  1.8279e+003  3.3800e+003  2.2290e+002  2.8897e+002
231N p#2  7.82e-08 9.8720e-008  4.3836e+003  3.5000e+003  1.3911e-006  4.3836e+003  3.5000e+003  2.2290e+002  2.8897e+002




0.0434+/9,000 =4.117), Figure 6.10 presents the massflux and concentration plotsfor 151Smwith
ahalf-life of 3,290 days. 1°1Smisarare-earth element with a high boiling point, low solubility and
high Ky for claysand zeolites, and thus has abehavior analogousto that of the actinides. Theresults
show very small concentration and mass flux values as compared to 3H and 14C. The normalized
peak of the mean plus onestandard deviation of concentrationisabout 7.0 x 10-12 and occursat about
900 years and 1,400 m from the divide. Table 6.2b shows some higher concentrations for other
elementsin Case 6 due to longer half-lives.

More similar to Milrow, the results for Cannikin show a great sensitivity to the matrix diffusion
parameter. For tritium, the peak isincreased about six orders of magnitude and occurs much earlier (at
about 20 years) than in the base case (compare Figure 6.11 and Figure 5.33). As mentioned earlier, the
short half-life of 3H magnifies the effect of this parameter. For 14C, the normalized peak of the mean
concentration increases by two orders of magnitude and occurs at about 30 yearsin this sensitivity case
(compare Figure 6.12 and Figure 5.34). The effect of this parameter is less dramatic than it was for 3H.
Other radionuclides show similar sengitivities to the matrix diffusion parameter as shown in Table 6.3a
and Table 6.3b, with the effect being dependent on the radionulclide's half-life.

6.1.3 Colloid Transport

The most extreme sensitivity case regarding matrix diffusion isto consider no diffusion at all.
Given the high porosity measured for rocksfrom Amchitka, thisisphysically reasonableonly if the
conceptual model is one of porous medium flow, rather than fracture flow. This scenario was
evaluated during the parametric uncertainty analysis and transport times were much longer for
porous medium flow with no matrix diffusion thanfor fractureflow with matrix diffusion. However,
thereis one transport mechanism within the conceptual model of fracture flow that could allow for
unretarded transport, and that is transport via colloids.

Colloids are submicrometer-size suspended particles that can be mobile in groundwater and
have the potential to enhance transport of non-soluble contaminants through sorption. Buddemeier
and Hunt (1988) demonstrated that colloids can play a role in moving relatively insoluble
radionuclides (particularly rare-earth fission products such as 1°1Sm) away from underground
nuclear tests. This transport process has been proposed to explain the occurrence of very low
concentrations of plutonium (Pu) 1.3 km from an underground nuclear test on the NTS (Kersting
et al., 1999). The ability of colloidsto migrate significant distances and move significant massis
guestionable, particularly under the geochemical conditions of a saltwater intrusion environment.
Of particular concern are the reversibility of radionuclide sorption onto colloids, attachment of
colloids to fracture walls, and aggregation with resultant filtering of colloids. These processes and
experiments studying them are described by Triay et al. (1997).

The IAEA evaluated the issue of fast plutonium transport via natural colloids as one extreme
of their Ky model. They assumed that 10 percent of the plutonium did not undergo sorption, but they
only appliedthisscenariotothe 12 “CRTV” tests (testswherethe cavity breached the vol canic cover
andwasindirect contact with highly permeable carbonates). Thereadily anticipatedresult wasrapid
breakthrough of plutonium into the adjacent lagoon, leading to the conclusion that if colloids
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Table 6.3a. Peaks of expected and standard deviation of mass flux and the associated times and locations for radionuclides in the Cannikin source term
for the matrix diffusion sensitivity case of Kk=0.0434. The elementsin Class 6 are completely decayed.

Case d_R& Half-life <Q>max Time (0Q)max Time <O>max Time Location (Og)max Time Location
dlide
1 SH 4.49e+03 6.0165e-009 2.1370e+001  7.5566e-008 1.6986e+001 1.2878e-011 1.6986e+001 5.4200e+003 2.0654e-010 1.6986e+001 5.4200e+003
14c 2.09et06 2.6831e-008 3.6712e+001 2.6385e-007 3.1781e+001 3.9113e-011 2.4658e+001 5.4200e+003 5.9390e-010 2.1370e+001 5.4200e+003
8Kr  3.91e+03 5.0526e-009 2.0274e+001  6.5699e-008 1.6438e+001 1.1173e-011 1.6986e+001 5.4200e+003 1.7920e-010 1.6986e+001 5.4200e+003
8Rb  stable 2.4896e-008 4.2740e+001  2.3682e-007 3.7808e+001 3.4705e-011 3.6164e+001 5.5000e+003 4.6480e-010 2.5753e+001 5.4200e+003
2 36C 1.10e+08 1.3161e-008 3.7260e+001  1.2930e-007 3.2329e+001 1.8997e-011 2.5205e+001 5.4200e+003 2.8172e-010 2.2466e+001 5.4200e+003
129, 5.73e+09 1.3162e-008 3.7260e+001  1.2931e-007 3.2329e+001 1.8998e-011 2.5205e+001 5.4200e+003 2.8174e-010 2.2466e+001 5.4200e+003
3 90sr 1.06e+04 7.6751e-009 2.6849e+001  8.3424e-008 2.2466e+001 1.3511e-011 1.8082e+001 5.3800e+003 2.1518e-010 1.7534e+001 5.3800e+003
0y 2.67e+t00 1.9338e-012 2.6849e+001 2.1019e-011 2.2466e+001 3.4040e-015 1.8082e+001 5.3800e+003 5.4216e-014 1.7534e+001 5.3800e+003
0zr  stable 1.0678e-008 5.8630e+001  9.6573e-008 5.0411e+001 1.4001e-011 5.2055e+001 5.5400e+003 1.6991e-010 4.1096e+001 5.5000e+003
4 999Tc  7.78e+07 5.4650e-009 3.7260e+001  5.3838e-008 3.1781e+001 9.0239%e-012 2.5205e+001 5.4600e+003 1.3845¢-010 1.9726e+001 5.3800e+003
5 137Cs  1.10e+t04 1.0715e-008 2.6849e+001 1.1639e-007 2.2466e+001 1.7956e-011 2.0822e+001 5.4600e+003 2.8198e-010 1.8082e+001 5.4200e+003
137Ba  stable 1.4179e-008 5.9726e+001  1.2765e-007 5.0411e+001 1.9057e-011 5.0959e+001 5.5400e+003 2.2036e-010 4.7671e+001 5.5400e+003

Table 6.3b. Peaks of expected and standard deviation of concentration and the associated times and locations for radionuclidesin the
Cannikin source term for the matrix diffusion sensitivity case of Kk=0.0434. The elementsin Class 6 are completely decayed.

Case Radli'(é— Half-life <C>max Time Location (o) max Time Location OTime OL ocation
nuclide
1 SH 4.49e+03 2.8678e-003  1.6986e+001  5.4200e+003  4.5998e-002  1.6986e+001  5.4200e+003  4.1543e+002  7.3178e+002
14c 2.09e+06 9.5445e-003  3.0137e+001  5.5000e+003  1.3471e-001  2.4110e+001  5.5000e+003  4.1543e+002  7.3178e+002
85Kr 3.91e+03 2.4882e-003  1.6986e+001  5.4200e+003  3.9910e-002  1.6986e+001  5.4200e+003  4.1543e+002  7.3178e+002
85Rb stable 8.4663e-003  3.6164e+001  5.5000e+003  1.1200e-001  3.0685e+001  5.5000e+003  4.1543e+002  7.3178e+002
2 36c| 1.10e+t08 4.4612e-003  3.0685e+001  5.5400e+003  6.2736e-002  2.2466e+001  5.4200e+003  4.2154e+002  7.1099e+002
129 5.73e+09 4.4615e-003  3.0685e+001  5.5400e+003  6.2739e-002  2.2466e+001  5.4200e+003  4.2154e+002  7.1099e+002
3 0gr 1.06e+04 3.0718e-003  2.3014e+001  5.5000e+003  4.5738e-002  2.1370e+t001  5.5000e+003  4.0949e+002  7.3105e+002
Dy 2.67e+00 7.7395e-007  2.3014e+001  5.5000e+003  1.1524e-005  2.1370e+001  5.5000e+003  4.0949e+002  7.3105e+002
0zr stable 3.3852e-003  5.1507e+001  5.5400e+003  4.1700e-002  4.0548e+001  5.5000e+003  4.0949e+002  7.3105e+002
4 99Tc  7.78e+07 2.0043e-003  2.5205e+001  5.4600e+003  2.8304e-002  1.9726e+001  5.3800e+003  4.2125e+002  7.1595e+002
5 187Cs  1.10et04 4.0868e-003  2.1918e+001  5.5000e+003  6.2798e-002  1.8082e+001  5.4200e+003  4.1706e+002  7.3982e+002
13’Ba stable 4.6088e-003 5.0411e+001 5.5400e+003 5.3604e-002 4.6575e+001 5.5400e+003 4.1706e+002 7.3982e+002




occurred and did not undergo sorption, they could induce an early breakthrough of plutonium, with
the magnitude proportional to the proportion of plutonium fixed on the colloids. The lAEA (1999)

emphasized that sampling at the atolls provided no evidence of the presence of natural colloids. In
addition, they observed that “...the measured radionuclide concentrations in the waters of the
cavity-chimney and the monitoring wells (Appendix V, TablesV.4, V.6 and V.11) as well as the K4

values cal cul ated from these measurements (Appendix V, TableV.10) do not support the hypothesis
of an accelerated plutonium or 241Am transport by colloids.”

Modeling to ssmulate colloid transport of radionuclides is essentially a simplification of the
transport calculations performed previously; no retardation isincluded, either through sorption or
matrix diffusion. The result of such a sensitivity isreadily predictable: breakthrough will be faster
and with higher massthan for situationsincluding theretardation processes. Asfound by thel AEA,
the impact will be directly proportional to the amount of radionuclide mass assumed to migrate on
surfaces of colloidal particles and its release function. The amount migrating on colloids at
Amchitka is unknown though reasonably expected to be quite small. The release apportioning
assumed throughout the modeling here, that five percent of therefractory elementsare availablefor
immediate migration, is conservative and can be easily argued to be much smaller based on nuclear
test studies.

Despitethelack of constraints onthe sensitivity analysis, representativesof the State of Alaska
Department of Environmental Conservation requested that transport cal culations be performed that
assume five percent of the mass of otherwise immobile radionuclides travels as colloids. The
colloid-transport case was run for Long Shot because it was the only test displaying breakthrough
of the Class 6 (refractory) radionuclides, though only for the matrix diffusion sensitivity case (see
previous section). The results for 151Sm are shown on Figure 6.13 for comparison with the matrix
diffusion sensitivity case with 151Sm breakthrough. The rare-earth elements have high boiling
points, low solubilities, and high sorption to clays and zeolites. They have aso already been
implicated in colloid transport at the NTS (Buddemeier and Hunt, 1988) and as such are good
analogs for plutonium and other actinides. 151Sm is chosen over 152Eu for its longer half-life (90
versus 13 years), as decay significantly impacts the effect of velocity variations and most of the
radionuclides of interest for colloid transport are longer lived.

Comparing the peak mass breakthrough of 1°1Sm for the low matrix diffusion sensitivity case
with the case of no matrix diffusion or sorption shown here indicates an increase in peak mass of
over 10 orders of magnitude for both the mean and standard deviation. Using a unit mass, the
reasonableness of the State of Alaska scenario cannot be evaluated in terms of predicted
concentration. However, once scal ed by the classified data, the coll oid concentrationsresulting from
thisscenario canbeevaluatedintermsof solubility limits, colloid stability, and colloid concentration
to determine if they are consistent with knowledge of radionuclide transport by colloids.

6.1.4 Transient Responses to Sea L evel Change

Asdiscussed in regard to the steady-state assumption of the conceptual flow model, the most
significant transient process for the Amchitka groundwater system is the rise and fall of sealevel
inresponse to glacial cycles. These transients are documented as going in both directions: increases
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in sealevel of up to 76 m above current sealevel and decreases of as much as 91 m below current
sea level have beenidentified by mapping marineterraces (Gard, 1977). The last major regression
isestimated to haveended about 127,000 yearsago, whereasthelast major transgression presumably
peaked in late Wisconsinian time, on the order of 10,000 years ago (Gard, 1977). As aresult, the
scenario of concernisthat of amean sealevel lower than that today, followed by arise to current
sealevel, and the response of hydraulic head and groundwater chemistry to that sealevel increase.

This sensitivity was performed for the Cannikin site, asit has thelargest discrepancy between
pressure and chemical data. A representative flow realization was selected and the modeling
parameters held constant. Using the site’'s bathymetry, decreasing the sealevel pressure boundary,
and increasing the recharge area to include the area between the current shoreline and 30 m below
current sea level, equilibrium head and chemical distributions were generated. Then the sealevel
wasinstantaneously increased to its present level and the system’ s reaction to this change monitored
for 5,000 years.

Theresultsshow thelargedifferenceintheresponsetimesof the pressure and chemical systems
that the conceptual model suggested. Within 100 years of the sealevel rising 30 m, the head in the
freshwater lens and in the underlying seawater body are very closeto their new equilibrium values
(Figure 6.14 and Figure 6.15). Heads within the transition zone slowly approach their stable values
over a couple of thousand years, but they differ from the equilibrium value by generally less than
10 m. The transition zone heads actually move in arebounding fashion, re-approaching the lower
initial values after rapidly increasing from the pressure change. This reflects the impact of density
on the environmental head as the salinity profile slowly changes. In contrast, after 100 years from
the sea level rise, the chemical profile is a little different from that in equilibrium with the
30-m-lower sea level. The simulations do not approach a new equilibrium for at least 2,000 years
across much of the transition zone. For example, the Cl concentration at a depth of about 2,000 m
below land surface at the location of UAe-1 begins at a concentration of about 5,200 mg/L under
the lower sealevel condition. One hundred years after the sealevel rises, it has increased to only
7,600 mg/L, after 1,000 yearsitisabout 12,600 mg/L, and another thousand yearsbringsit to 14,000
mg/L. After 5,000 years, the salinity is at about 15,600 mg/L.

This slow modeled response in the chemical system is probably overly rapid compared to
reality because the process of matrix diffusion is not included in the ssmulation (it is simulated in
the radionuclide transport calculations through the particle tracking). The equilibration presented
in Figure 6.14 isaresult solely of the varying velocity field. Presuming that the low sealevel stand
was of sufficient duration to equilibrate the matrix blocks aswell as fractures with fresh water, the
equilibration time as sealevel rosewould exhibit an evenlonger tailing asfresh water diffusesfrom
the blocks and more saline water diffuses into them.

Thesignificanceof thissensitivity analysisisthat it substantiates the conception that of thetwo
setsof calibration data, the head dataare morelikely to bein equilibrium with the current conditions
than the groundwater chemical data. Comparing the chemical datafrom UAe-1 to the simulation,
many of the data appear representative of amuch lower sealevel condition than present, asituation
consistent with the 14C age dates in excess of 8,000 years. At Milrow, the large degree of vertical
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spreading evident for the transition zone in the groundwater chemical data may also be due to the
slow chemical equilibration to sea level changes, again indicating that dispersion observed in the
chemical profile represents a transient effect.

6.1.5 Island Half-Width

As discussed in Section 2.1.1, the conceptual model for groundwater flow at Amchitka
assumes that a groundwater divide runs along the long axis of the island, separating flow to the
Bering Seaon one side and flow to the Pacific Ocean on the other. The position of thedivideisalso
assumed to coincide with that of the surface water divide. This assumption can be called into
guestion due to the observation of asymmetry in the freshwater lens beneath the island (Fenske,
1972). This asymmetry is supported by the data analysis and modeling performed here, which
suggests that the freshwater lensis deeper at Long Shot and Cannikin than at Milrow.

Not only isthereuncertainty asto whether the groundwater and surfacewater dividescoincide,
there is additional uncertainty in the location of the surface water divide itself, as the topography
of theisland inthe areaof the nuclear testsis very subdued. The surface water divide was estimated
using a detailed series of topographic maps at a scale 1:6,000 and with a 10-foot contour interval,
created for Amchitka by the U.S. AEC (41 map sheets known as the Amchitka Island Map Atlas;
Holmesand Narver, 1976). Despite thisresol ution, the distance between 10-foot el evation contours
can reach over 100 m in places.

To understand the impact of thisuncertainty on the groundwater modeling, several sensitivity
cases were evaluated. In these, the island half-width was assumed to be 200 and 400 m wider than
the estimate for Milrow, and al so assumed to be 200 and 400 m narrower than used in the base-case
model. For reference, the base-case half-width used at Milrow is 2,062 m so that plus and minus 10
and 20 percent differences are considered here. One realization was used for these calculations, one
in which the cavity islocated in the freshwater lens. It shows a 100 percent mass breakthrough and
has the parameter values K = 2.34 x 102 m/d, Rech = 1.82 cm/yr and 6 = 1.62 cx 104,

Varying theisland half-width both affectsthe depth to the transition zone (through varying the
land surface available for recharge) and the position of the cavity in the flow system (by virtue of
changing the distance from the test to the no-flow boundary). These effects can be seen on
Figure 6.16 and Figure 6.17. Reducing the island half-width decreases the depth of the transition
zone, and cuts the distance between the cavity and the transition in half for the 400-m-shorter
half-width. Conversely, the transition zone is deepened by an increasing half-width, increasing the
distance from the cavity to the transition zone by a factor of two for the 400-m-wide island. The
flowpath distance to the seafloor from the cavity is aso affected, lengthening for awider island and
shrinking for a smaller one.

The impact of these various configurations on transport is shown in Figure 6.18. What isfirst
obvious from the breakthrough curvesis that adifference of + 200 m in theisland half-width has
alimited influence on the breakthrough behavior, despite the transition zone moving up or down a
couple of hundred meters. This sensitivity can be expected to be higher if the cavity is positioned
closer to the transition zone than evaluated here. Once the half-width changes by 20 percent,
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Figure 6.16. Variation in transition zone configuration for one realization of the Milrow model with the
base-case idand half-width (2,062 m) and 200 and 400 m wider.
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Figure 6.17. Variation in transition zone configuration for one realization of the Milrow model with the
base-case idand half-width (2,062 m) and 200 and 400 m shorter.
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however, a noticeableimpact on the breakthrough is observed. A 400-m-longer half-width leadsto
an earlier breakthrough of mass at a peak flux about two times larger than the base case. A
400-m-shorter half-width resultsin adelay in breakthrough at a peak mass about five times lower
than the base case.

If thehalf-width estimatesarein error inthe site models, the noted asymmetry in thefreshwater
lens can be used to infer the direction of the error. Asthetransition zoneis more shallow at Milrow
thanthe Bering-sidesites, it is possible that the groundwater divide may be closer to the Pacificside
of theisland. If so, the Milrow breakthrough results in Section 5 would be too high and the Long
Shot and Cannikin results too low. From the sensitivity runs, the magnitude of this potential error
is probably on the order of afactor of two or three. It isimportant to note that the flat topography
and ready availability of recharge do not support a groundwater divide largely different from the
topographicdivide. Theasymmetry inthefreshwater lens may be dueto hydrogeol ogic factorsother
than the half-width, such as hydraulic conductivity, variations of which are accounted for in the
site-specific calibrations.

6.1.6 Geothermal Heat

This Section describestheimpacts of including geothermal heat intheMilrow model (referred
to hereasthegeothermal model). Theavailability of hydraulic head, concentration, and temperature
data sets and their high degree of confidence at Milrow make this site the most suitable for the
sensitivity study of geothermal effects. These simulations arerun using FEFL OW, and use the same
two-dimensional finite-element mesh as the Milrow isothermal flow simulations described in
Sections 2, 4, and 5. The geothermal model is configured to simulate pre-nuclear test conditions;
therefore, thechimney isnot included and K and 6 aretreated ashomogeneous propertiesthroughout
the domain. With the exceptions noted below, values of the groundwater flow parameters are the
sameasthevauesusedinthecalibrated flow model of Milrow (asdescribedin Section2.4.1). These
values, aswell asthe values of the parameters required for the geothermal component are listed in
Table 6.4. Fluid density and viscosity are dependent on both concentration and temperature, based
on anonlinear relationship of density to temperatureincorporated in the FEFLOW code. Thevalue
of rock volumetric heat capacity, csos, IS estimated from aspecific heat capacity, s, of 0.84 Jgm-°C
determined from EH-1 core samples (Greene, 1965) and an average rock density, os, of 2.3 gm/cm3
determined from laboratory derived dry bulk density values of core samples from UAe-1, UAe-2,
UAe-3,and UAe-6 (Lee, 19694, b, c, d) and thelithologiclog of UAe-2 (Ballance, 1968). Thevalue
of rock thermal conductivity, As, is estimated from laboratory tests of core samples from EH-1
(Greene, 1965). The volumetric heat capacity and thermal conductivity of water are FEFLOW
default values.

Temperature profiles measured in several deep Amchitka lsland boreholes (Sass and Moses,
1969) guide the choices of fixed temperature boundary conditions. UAe-2 displays the highest
temperature gradient of all the Amchitka boreholes, a gradient of 3.2°C per 100 m. This gradient
is considerably higher than an average crustal value of 2.5°C per 100 m reported by Freeze and
Cherry (1979), presumably as aresult of volcanic activity along the Aleutian Ridge. Extrapolation
of theUAe-2 profileto ground surface indicatesamean annual ground-surface temperature of about
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4°C and thisvalueis used for the temperature boundary along the upper surface of the model. This
is consistent with the 3.9°C daily mean temperature noted for Amchitka (Armstrong, 1977).
Likewise, the temperature of 125°C specified at the bottom boundary of the model is estimated by
extrapolating the UAe-2 temperature profile to an elevation of -4,000 m AMSL. Temperatures
specified along theright (seaward) boundary vary linearly with depth from 4° C at thetop to 125°C
at thebase. The specified-recharge and concentration boundary conditionsarethe sameasthose used
inthe calibrated isothermal model, but the specified-head boundaries now account for the buoyancy
effect imparted by the increased geothermal temperature at depth.

Table6.4.  Values of parameters used in FEFLOW for simulations incorporating geothermal heat.

Parameter Value
Horizontal Hydraulic Conductivity, Ky 6.77 x 103 m/d
Vertical Hydraulic Conductivity, Ky, 6.77 x 104 m/d
Specific Storage, S 1.0x 104
Recharge, Rech 1.125 cmlyr
Fracture Porosity, 6 5.0 x 104
Mass Longitudinal Macrodispersivity, A 100 m
Mass Transverse Macrodispersivity, At 10m
Mass Diffusion, D* 1.0 x 10°% m?/s
Density Ratio 0.025
Rock Volumetric Heat Capacity, 0sCs 1.9 x 106 Ym3C
Water Volumetric Heat Capacity, 0oCo 4.2 Jm3C
Rock Thermal Conductivity, Ag 2.59 Jm3C
Water Thermal Conductivity, A 0.56 Jm3C
Thermal Longitudinal Dispersivity, B, 100 m
Thermal Transverse Dispersivity, Br 10m
Water Density and Viscosity, pg and ug 6th order function of temperature

The geothermal sensitivity run adds geothermal heat to the base-case Milrow model, with the
valuesof all flow parameters unchanged from the base-case model. Thermally driven buoyant flow
caused by the geothermal gradient in this case increases the vertical upward flux below theisland
and shifts the transition zone almost 200 m higher relative to the isothermal case (Figure 6.19). At
thetransition zone, thisincreased vertical flux isthen directed seaward, resulting in higher velocities
along the transition zone as compared to the isothermal case. Despite these differences, the overall
patterns of flow are similar to the isothermal case.

The upward and left (toward the divide) components of velocities simulated below the
transition zone are both larger due to the buoyancy-driven flow simulated in the geothermal model.
Higher flow rates mean that vel ocities near the working point, which islocated bel ow the transition
zoneat Milrow, are higher when including the effects of geothermal heat (Figure 6.20). Thevertical
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Figure 6.19. Comparison of profiles of head, concentration and temperature simulated by the
isothermal and geothermal models, and values measured at UAe-2.

and horizontal velocities at the Milrow working point are about twofold higher in the geothermal
model. Velocities higher than the isotherma model are generally maintained along the predicted
flowpaths from the working point toward the sea, suggesting that inclusion of geothermal heat in
the model simulations has the effect of reducing contaminant travel times for the Milrow and
Cannikin sites where the working points are below the transition zone in many of the realizations
considered.
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Figure 6.20. Comparison of velocity profilesalong avertical line through the working point of Milrow
for isothermal and geothermal models.

The comparison of non-decayed, non-retarded breakthrough curves shows the impact of the
higher velocities for the geotherma as compared to the isothermal case (Figure 6.21). The
geothermal case exhibits more rapid breakthrough and a peak mass value between three and four
times higher than in the isothermal ssimulation. Recall that this difference applies only when the
transition zone is at or above the test cavity and that the impact of including geothermal heat is
minimal above the transition zone as can be seen from the velocity profiles of Figure 6.20.
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Figure 6.21. Comparison of mass breakthrough at the sea floor for non-decayed, unretarded, solutes
under isothermal conditions and geothermal conditions.

6.2 Three-Dimensional Sensitivity Studies

The modeling presented thus far uses atwo-dimensional (2-D) perspectiveto anayzetheflow
and transport problem. As discussed in Section 2.1.1, theisland hydraulic environment lends itself
toa2-D approach. The2-D vertical formulation of the base-case model relies onthe assumption that
groundwater flow is essentially perpendicular to the long axis and shoreline of theisland, such that
themesh configurationis parallel to thisflow. Thissimplifying assumption is considered reasonable
for the conceptual model and is significantly more computationally efficient than a fully
three-dimensional (3-D) formulation. However, there are several conceptual model assumptions
that requirea3-D approach to analyzeand thisin turn causes an eval uation of theeffect of neglecting
the third dimension in the majority of modeling.

The 3-D density-dependent flow and mass transport simulations are run using the FEFLOW
code. The coordinate directions of the models are such that x and z are the same as in the 2-D case
and thethird dimension of yisthehorizontal distance paralel to the shore. Thefinite-element mesh
geometry of each vertical slice in the 3-D models is identical to the mesh geometry of the 2-D
Cannikin model, with the addition of a width of each element in the y direction (perpendicular to
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the axes of the 2-D model). Each dliceis of uniform width such that there is no variation in model
geometry across the overall width of the model.

All of the sensitivity studies presented here are applied to three realizations out of the 260 run
for the Cannikinmodel in2-D. Thethreerealizationswere chosen to span thegamut of breakthrough
behavior observed in the simulations, ranging from about 28 percent to 60 percent to aimost 100
percent breakthrough at the ocean floor (Figure 6.22). The 260 realizations were first categorized
according to amount of breakthrough and porosity and three realizations were sel ected that spanned
the breakthrough range but had virtually identical porosity (the realizations selected all have a
porosity of about 2.67 x 104). As aready demonstrated, the velocity field is very sensitive to
porosity, so it was held constant to reveal the impact of the sensitivity cases. The
recharge-conductivity ratios of these three realizations were then used for the sensitivity modeling
to derive the velocity field for particle tracking. Note that these ratios result in poor fits to the
calibration data in some cases, but the objective here is simply to assess the possible impact on
breakthrough. The three realizations encompass the variety of positions of the transition zone
relative to the test cavity that result from the various parameter combinations.
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Figure 6.22. Selection of realizations for 3-D modeling. Three realizations were chosen from the
Milrow simulations that covered the range of breakthrough behavior (percent mass
breakthrough at the ocean floor), but that had very similar porosity values. The
corresponding recharge-conductivity ratios were used in the 3-D modeling.
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The relative position of the transition zone to the Cannikin cavity for the three selected
realizations can be seen in Figure 6.23. Though these realizations were selected from the Monte
Carlo realizations generated for Cannikin, the various positions of thetransition zonerelativeto the
cavity alow them to represent flow fields possible for al three tests. The realization with the
transition zonewell below the cavity isrepresentative of Long Shot. Therealizationswith thecavity
within and below the transition zone are likely to be more representative of Milrow and Cannikin.

6.2.1 Flow in the Rubble Chimney

Therubble chimney formed in response to a nuclear explosion disrupts the natural state of the
surrounding rock, creating heterogeneity in the spatial distributions of K and porosity. Unlike the
homogeneity assumed for the natural rock, the changesin K and porosity arealimited local feature,
centered over the working point of the nuclear test. The 2-D formulation correctly accountsfor the
vertical boundariesof thechimney only inthedirection parallel tothemesh configuration (thex-axis
of the model), i.e, paralld to the natural flow direction, and treats the chimney as extending
infinitely in the lateral direction (perpendicular to the model mesh and perpendicular to the natural
flow direction). Theimplication isthat the 2-D model treats flow in the chimney as occurringinan
infinitely wide feature (that is, wide in the direction perpendicular to the 2-D mesh). In redlity, the
chimney isonly aswide perpendicular asit isparallel to natural flow, and can betreated realistically
only in a3-D model.

The geometry of the model representing 3-D flow in the rubble chimney is based on the
Cannikin site to be consistent with the model incorporating heat derived from the Cannikin nuclear
test (described in section 6.2.2 below). The model is comprised of 15 100-m-wide vertical layers
of elements, giving a total model width of 1,500 m perpendicular to the natural flow direction
(Figure 6.24). There are, therefore, 16 vertical layers of nodes separating theselayers. Thelocation
and configuration of the chimney in the x-z planeis identical to the chimney in the 2-D Cannikin
simulations, and extends across three slices, or 300 m, in the center of the 3-D domain. Thechimney
issimulated asavertical, rectangular column having awidth in thex-y plane of about two R., where
R is the cavity radius (estimated to be 157 m). The hydraulic properties of the rock beyond this
radius are considered to be not significantly affected by the nuclear explosion and are assigned the
background valuesof K and porosity. |AC (1998) model ed filling times of underground nuclear tests
at Mururoa and Fangataufa atolls under several scenarios of fracturing beyond the cavity and
concluded that observed filling rates are consistent with very little damage (fracturing) outside the
cavity/chimney.

Boundary conditions and values of the groundwater flow and mass transport parameters for
thethreeredlizationsare shownin Table 6.5. Conceptually, therubble chimney actsasaconduit that
promotes vertical flux, given the higher vertical conductivity inthat region. Modeling the chimney
in 3-D providesthe geometry required to simulate groundwater entering the chimney from all radial
directions, rather than the two directions allowed by the 2-D representation. Similarly, horizontal
flow may exit thechimney at thetransition zonein radial directions other than the seaward direction
simulated in the 2-D model.
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Figure 6.23. Salinity in the island groundwater system, expressed as concentration of chloride in
mg/L, for the three realizations identified in Figure 6.22, as calculated in 2-D with the
nuclear chimney included.
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Figure 6.24. Design of finite-element mesh used for the 3-D model of flow in the Cannikin cavity
and rubble chimney. All vertical layers are 100 m wide.

Table 6.5. Values of parameters used in three-dimensional simulations incorporating the rubble chimney.

Parameter Resdlization #1 Realization #2 Realization #3  All Cases

Horizontal Hydraulic Conductivity, Ky and Kyy  1.86x102m/d  6.48x103m/d  1.78x103 m/d

Vertical Hydraulic Conductivity, Kz 1.86x103 m/d 6.48x104 m/d 1.78x104 m/d

Cavity and Chimney, Ky, Kyy and Kz 1.86x102m/d 6.48x103 m/d 1.78x10°3 m/d

Specific Storage, Ss 1.x104

Recharge, Rech 6.13 cm/yr 3.33 cmlyr 1.89 cm/yr

Fracture Porosity, 6 2.81x104 2.71x104 2.67x104

Chimney Porosity 0.07

Mass Longitudinal Macrodispersivity, A_ 100

Mass Longitudinal Macrodispersivity, Ar 10

Mass Diffusion, D* 1.0x10° m%'s
0.025

Density Ratio
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Theimpact of considering 3-D flow can be seen by comparing Figure 6.25to Figure 6.23. The
3-D formulation resultsin thetransition zone being simulated as shallower than inthe 2-D casewith
the same parameter values. The magnitude of the change is largest for the highest
recharge/conductivity ratio (the transition zone moves upward by about 500 m). Despite this, the
test cavity remainsin the freshwater lens and thus flow velocities from the cavity are not impacted
significantly. The lowest ratio recharge/conductivity case sees the transition zone move upward by
about 100 m, placing the cavity further into the low velocity saltwater zone.

The effect of the chimney on the transport results is larger in 3-D than in 2-D (Figure 6.26).
In 2-D, the two realizations with the cavity in or below the transition zone experience more
breakthrough of massin the 2,200 year model timeframe (28 vs. 18 percent mass breakthrough for
realization #1, 52 vs. 33 percent for realization #2). With the transition zone below the cavity, both
the 2-D and 3-D calculations result in 100 percent breakthrough in the model time frame, but the
breakthrough is later and spread over more time for the 3-D case. The result is that the 2-D model
underestimates the effect of the chimney on slowing particle velocities, neglects dispersion in the
third dimension, andresultsin slightly earlier breakthrough with higher massthanthe 3-D case. This
result is true for al three recharge/conductivity ratios and indicates that the use of the 2-D
approximation for transport from the cavitiesis conservative.

The impact of the chimney on the flow field for the three cases of recharge/conductivity ratio
IS to cause the transition zone to be pushed deeper than in the base case that does not include the
chimney (compare Figure 6.27 with Figure 6.25). The difference is on the order of a couple of
hundred meters at most, and does not drastically alter the position of the transition zone relative to
the cavity. Darcy velocities in the upper portion of the chimney are higher in the 3-D formulation,
and are directed downward from ground surface toward the transition zone. Because the chimney
issimulated asextending to ground surface, it capturesalarger proportion of rechargethroughradial
flow into the chimney than the 2-D formulation, and this may account for the resulting deeper
transition zone.

The greater flux through the chimney causes lateral spreading of particles originating in the
cavity, a process that does not occur in the 2-D model. Comparing particle trajectories and
distribution for 3-D realization #1 with and without the chimney (Figure 6.28) shows the plume
width closely approximating the cavity size when the chimney is not included. With the chimney,
lateral spreading (parallel to the shore) occurs, at least doubling the width of the plume. Some of
the spread even occurs away from shore, toward the groundwater divide. The lateral spreading is
due to the higher flux, induced by the high vertical conductivity, exiting in all directions from the
chimney conduit. The net effect will be lower contaminant concentrations as the plume is diluted
with alarger volume of groundwater.

Theimpact of the chimney on thetransport resultsfor thethree casesisdramatic (Figure 6.29).
Without the chimney, all three realizations experience breakthrough of 100 percent of the massin
the 2200-year model timeframe. When the chimney is included, only the case with the transition
zone well below the cavity has complete breakthrough, and even then the breakthrough is spread
over amuch longer time. Thelargeimpact is not related to therelatively minor effect of thechimney
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Figure 6.25. Salinity in the island groundwater system, expressed as concentration of chloride in
mg/L, for thethree select realizations, for the 3-D model including the nuclear chimney.
Compared to the 2-D model (Figure 6.23), the transition zone is shallower.
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thetransition zone, but rather isduetothelargedifferencein effective porosity between the chimney
and the aquifer. The chimney porosity is 7.0x102, based on observations of infill behavior, whereas
the aquifer porosity in these three realizations is 2.67x104, simulating fracture flow. The time of
initial and peak breakthrough is approximately the same for the chimney and non-chimney cases,
thisindicatesthat for the chimney case, it isthose particlesvery near the cavity edge (which rapidly
escapethe cavity to enter the undisturbed aquifer) that account for the first breakthrough. The lower
mass for the peak breakthrough in the chimney case reflects the small percentage of particles that
havethat position. The remainder of the massisreleased over hundreds of yearsasit moves at slow
velocity through the cavity and chimney.

6.2.2 Cannikin Lake

The Cannikin explosion cavity was created instantaneously by the nuclear test, and 38 hours
later the overlying material collapsed into the void and chimneyed up to land surface. A closed
depression was formed, but rather than a circular crater centered on ground zero as typically seen
attheNTS, anasymmetric, roughly triangular-shaped collapse occurred, centered over apoint about
360 m southeast of ground zero. Theform of thesink iscontrolledin part by one northwest-trending
and two east-trending faults (Morris and Snyder, 1972). The maximum amount of subsidence is
about 12 m (Morris, 1973). Morris and Snyder (1972) suggest that the displacement of the sink
relative to the cavity may be related to stoping normal to the lithologic bedding planes as the roof
of the cavity failed along successive bedding surface during collapse.

Eighty-four percent of the White Alice Creek drainage areawas temporarily transformed into
aclosed basin and nearly all the flow was diverted toward the cavity (Gonzaez, 1977). Therewas
no visiblefilling of the depression for more than 10 months, aperiod interpreted asthetime that the
cavity and chimney were resaturating. Starting in September 1972, a lake began to form in the
depression, and Cannikin Lake was filled in December 1972 when overflow into the lower reach
of White Alice Creek occurred and on to the Bering Sea. The surface area of thelakeisreported as
121,400 m2, with a maximum depth of 10 m (Dudley et al., 1977).

Though part of Cannikin Lake probably doesnot overliethe chimney directly, therelationship
between thefilling of the Lake andinfill of the cavity and chimney (as reported by Claassen, 1978)
demonstrates that there is some hydrologic connection between the features. The impacts of the
formation of Cannikin Lake subsequent to the Cannikin nuclear test were investigated using an
isothermal 3-D density-dependent flow and masstransport model utilizing the FEFL OW code. The
3-D model incorporating the rubble chimney was modified to include the lake as a zone of
specified-head nodes on the top boundary. Other than this modification, the finite-element mesh
geometry, the hydrogeologic features (including the chimney), and the other boundary conditions
remained unchanged from the chimney model. As was done for the chimney model, the flow and
mass transport model incorporating Cannikin Lake is comprised of three cases of
recharge-conductivity ratio that cover the range of breakthrough behavior. The values of the
parameters used in this flow and mass transport model are the same as those used in the 3-D model
that included the rubble chimney.
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Cannikin Lake is represented as specified head nodes within a zone at ground surface having
horizontal dimensions of 600 m by 200 m (surface area of 120,000 m2), with thelong axis oriented
parallel to the direction of natural groundwater flow toward the sea (Figure 6.30). Although there
isuncertainty asto the nature of the hydraulic connection betweenthelake, the shallow groundwater
system and the chimney itself, the model simulates the lake as covering two thirds of the chimney
and being in direct hydraulic connection with it at ground surface. The hydraulic head specified for
the lake is determined from the steady-state head simulated near ground surface at the inland edge
of the chimney in each of the three cases of the rubble chimney model discussed in section 6.2.1.
For each case, this head value is assigned to al boundary nodes on the top surface that are located
within the zone of the lake. Under pre-lake steady-state conditions, the profile of hydraulic head at
thetop of the aquifer generally slopestoward the sea, interrupted only by adepression in head over
the more permeabl e rubble chimney. With the addition of thelake, hydraulic heads (represented by
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Figure 6.30. Design of finite-element mesh used for the 3-D model incorporating Cannikin Lake.
All vertical layers are 100 m wide.
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the lake elevation) range between about eight and 16 m above heads in the pre-lake underlying
aquifer on the seaward edge of the lake, depending on the recharge-conductivity case. This large
head difference provides a very large source of recharge to the rubble chimney and surrounding
shallow aguifer that is maintained throughout each simulation, and limited only by the conductivity
of the chimney and aquifer materials. The flow and mass transport model of FEFLOW is run until
steady state is reached and the effects of recharge from the lake are fully incorporated in the
distributions of concentration, head, and velocity. At this point the velocities are saved and used as
input for the radionuclide transport models.

Examination of undecayed, non-retarded mass transport for the three realizations showsllittle
changein the breakthrough curvesfor the three realizations (Figure 6.31). The percentage of mass
breaking through at the seafloor is slightly higher for realizations 1 and 2 (by two to three percent
for the cases with the cavity below and in the transition zone). These results suggest that the impact
of neglecting the lake on the flow and transport results in section 5 is minimal compared to other
sources of uncertainty.

6.2.3 Heat Derived from Nuclear Test

The energy released by anuclear detonation is partly consumed through ground motion, and
vaporizing and melting rock, but also results in alarge increase in temperature in the cavity. This
thermal pulse dissipates with time by conduction through the geologic material and convection
through groundwater. Whiletemperaturesin the cavity region remain above ambient, they affect the
groundwater flow system and alter geochemical reaction rates that are temperature dependent. In
their analysis of underground nuclear tests in the South Pacific, the International Atomic Energy
Agency (IAEA, 1998) evaluated the thermal impact of the tests. It was found that the temperature
differencewith ambient temperature decaysto zero over aperiod of about 500 years. Thehydrologic
impact was to create a vertically upward flowpath above the cavity-chimney, driven by thermal
buoyancy. Thermal impacts of the Cannikin test are investigated here to address concerns about
buoyancy-driven movement of water heated by the nuclear test.

The impacts on flow patterns and radionuclide transport caused by heat derived from the
Cannikin nuclear test are addressed using a 3-D density-dependent flow and mass transport model.
These simulationsare run using the FEFL OW code and the same mesh geometry and hydrogeologic
features as used for the 3-D simulations of flow in the rubble chimney (Figure 6.32).

In an analysis of subsurface hydraulic and chemical data collected from the Cannikin test,
Claassen (1978) reports that hydraulic recovery occurred relatively rapidly, with chimney voids
nearly filled within 280 days after the test. Rapid filling of the chimney with cooler water from
surrounding aquifers also caused the chimney region to cool relatively rapidly; cavity temperatures
had declined to about 35 to 40°C above pre-test ambient temperatures 280 days after the test, as
measured in re-entry hole UA-1-pl. Although the South Pacific tests were of much smaller
magnitude than the reported yield of Cannikin, the lAEA (1998) reports that nuclear explosionsin
basalt result in temperature increases between 25 and 50°C, regardless of yield. IAEA (1998) also
suggests that for the purposes of hydrologic modeling, the initial temperature increase is confined
to aregion within 1 R, of the working point, because ssmulation of heat transfer by conduction
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Figure 6.31. Breakthrough of a non-decayed, unretarded, solute using the steady velocity fields
generated fromisothermal simulationswith and without including Cannikin Lake above
the chimney.
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Figure6.32. Design of finite-element mesh used for the 3-D model incorporating hest
derived from the Cannikin nuclear test. All vertical layers are 100 m wide.

outside this radius will occur very slowly. In the present model, nodes within 1 R; of the working
point are assigned an initial temperature of 50° C above the pre-test ambient temperature. All other
nodes are assigned an initial temperature of 4°C, the mean annual ground-surface temperature.

Three cases of the model are run, with values of the groundwater flow and mass transport
parameters the same as the three cases of the 3-D chimney model, spanning the range of
recharge/conductivity ratios included in the 2-D Monte Carlo analysis. The values of the thermal
parameters are the same values used in the geothermal model (section 6.1.6). All of the values are
shownin Table 6.6. Geothermal aspectswould beoverwhelmed by thelargethermal pulsesimul ated
here, so for reasons of computational efficiency, the geothermal processisnot incorporated. Instead,
the upper, lower, and right side temperature boundaries are assigned values of 4°C.
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Table 6.6. Vauesof parametersused in three-dimens onal simulationsincorporating heat derivedfrom
the Cannikin test.

Parameter Redlization #1 Redlization #2 Redlization #3  All Cases
Horizontal Hydraulic Conductivity, 1.86x102 m/d 6.48x102m/d 1.78x102 m/d
Kxx and Kyy
Vertical Hydraulic Conductivity, Kz 1.86x103 m/d 6.48x103 m/d 1.78x103 m/d
Cavity and Chimney, Kyx, Kyy and Kz 1.86x102 m/d 6.48x102m/d 1.78x102 m/d
Specific Storage, Ss 1.x104
Recharge, Rech 6.13 cm/yr 3.33 cmlyr 1.89 cm/yr
Fracture Porosity, 0 2.81x104 2.71x104 2.67x104
Chimney Porosity 0.07
Mass Longitudinal Macrodispersivity, Ap 100
Mass Longitudinal Macrodispersivity, At 10
Mass Diffusion, D* 1.0x10°9 m%'s
Density Ratio 0.025
Rock Volumetric Heat Capacity, 0sCs 1.9 x 106 ym3C
Water Volumetric Heat Capacity, ooCo 4.2 Jm3C
Rock Thermal Conductivity, As 2.59 Jm3C
Water Thermal Conductivity, 4y 0.56 Jm3C
Thermal Longitudinal Dispersivity, SL 100 m
Thermal Transverse Dispersivity, St 10m
Water Density and Viscosity, oo and ug 6th order function

of temperature

Initial Temperature in Cavity 54°C
Initial Ambient Temperature 4°C

Theresults show temperaturesin thecavity regionremain elevated above pre-test temperatures
for hundreds of years (Table 6.7 and Figure 6.33). Within 2 R; of the cavity, temperaturesrise to no
more than about 8°C above pre-test temperatures and show very slow declines to pre-test levels.
Thermal effects are minor at distances greater than about 4 R, from the working point.

Table6.7.  Locationsof selected points around the Cannikin cavity and chimney wheretemperaturesare
presented in Figure 6.33.
Point No. Location
1 Working point (WP)
3 R; above WP
5 R; above WP
5 R; below WP
3 R; above and 5 R seaward of WP
5 R; above and 5 R seaward of WP
3 Rc above and 5 R parallel to shore of WP
5 R above and 5 R parallel to shore of WP

0 N o ok~ N
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Figure 6.33. Variation of temperatures at selected points around the cavity and chimney, following
addition of heat derived from the Cannikin test. Each graph represents a different case of
recharge-conductivity ratio.
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The long-term elevated temperatures within the cavity cause thermally driven buoyant flow
inthe cavity regionfor several hundred years. With the exception of the center of the cavity, upward
Darcy velocitieswithin 2 R; of theworking point reach maximum values about fivefold higher than
pre-test ambient values, followed by slow declines. Horizontal flow is enhanced as increased
vertical flow in the cavity/chimney drives lateral flow into the base of the cavity and out of the
chimney above the cavity. Though a maximum twentyfold increase in the vertical and horizontal
components of Darcy velocity issimulated at the working point, other pointswithin 2 R, show less
than fivefold increases. Within 2 R., velocitiesreturn to near pre-test values within about 400 years.
The effects of heat-driven buoyant flow are small beyond 4 R. in both vertical and horizontal
directions.

The addition of thermal energy from the nuclear test has a limited impact on the position of
the transition zone for the three cases evaluated (compare Figure 6.34 and Figure 6.25). The
simulations with thermal input have slightly shallower transition zones, presumably due to thermal
buoyancy. Mixing induced by thermal convection cells is noticeable, however, when particle
movement is tracked. Increased spreading in the y-axis direction (parallel to shore) is easily seen
for realization #2 (Figure 6.35) and is believed to result from thermally driven flow exiting radially
from the chimney. The nuclear test heat drives some particles upgradient, thereby increasing their
flowpathlengthto the sea(Figure 6.36). Thisincreased spreading may result in some particlesbeing
effectively stranded in low velocity portions of the flow field oncethe heat pul se decays. Thisisnot
observed in the transport results here because transport was calculated for the velocity field at 100
days after the test, not on the transient velocity fields. As aresult, some of the particles simulated
at the seaward edge of the domain, particularly for realization #3 (Figure 6.37), would not be
expected to travel that distancein thetransient flow field asthey arelocated in the saltwater portion
of the domain that will rapidly return to very slow velocities as the heat pulse decays. Indeed, the
flow field directions return to near-steady state within 25 years of the test, so that particles forced
counter to the steady-state gradient by thethermal pulse (particularly those moved into the saltwater
portion of the domain) will then reverse, inducing alooping trajectory (Figure 6.38).

The impact of nuclear heat on the transport results varies greatly depending on the position of
the cavity relative to the transition zone (and thus the recharge/conductivity ratio) considered. The
evaluation of transport is performed for thevelocity field at 100 days after thetest, when thethermal
impact is still very large; as such, it overestimates the impact of the thermal pulse by maintaining
the high velocity field for the simulation timerather than allowing the vel ocitiesto decay. Whenthe
cavity is below the transition zone, the inclusion of the 100-day nuclear thermal effect causes a
factor-of-three increase in the peak mass breakthrough, but the time of the peak breakthrough is
considerably delayed over theisothermal case (Figure 6.39). Over the model period of 2,200 years,
twice as much mass is calculated to discharge at the sea floor for the thermal case as compared to
the isothermal calculations. The same general behavior is found when the cavity is within the
transition zone, though the time delay between the isothermal and thermal peaks is greater and the
difference in peak mass reduced to less than a factor of two. The overall increase in total mass
discharged for thethermal caseisoneand one-half timestheisothermal case. Theimpact of thermal
conditions on transport when the cavity is above the transition zone is minimal compared to the
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Figure 6.34. Salinity in the island groundwater system, expressed as concentration of chloride in
mg/L, for the three select realizations, for the 3-D model including the nuclear chimney
and heat from the nuclear test.
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Figure 6.38. A vertical 2-D view of particletrgjectories showing the looping pattern in the 3-D thermal
model with nuclear heat.

isothermal situation; the thermal peak isvery slightly delayed and of dlightly lower magnitude than
the isothermal case, and both scenarios exhibit 100 percent breakthrough.

The thermal sensitivity runs indicate that neglecting the test-induced thermal effects is not
significant for Long Shot and indeed, it ismore conservativeto not include thethermal process. The
net result of neglecting the thermal impact for Milrow and Cannikin will depend on the half-life of
the radionuclide considered. If tritium is the nuclide of concern, the isothermal case will be more
conservative as it alows an earlier peak. Despite the higher mass calculated at |ater time for a
non-decaying solute under thermal conditions, a short-lived radionuclide mass will decay to
negligible amounts by the time the thermal-scenario peak arrives at the seafloor. In contrast, for a
long-lived radionuclide that experiences limited decay over 1,000-year time frames, the thermal
case will result in more mass being released over the model period, and higher peak fluxes.

6.2.4 Three-dimensional Formulation - Flow with Fault Zones

Numerousfault zoneshavebeenidentified on theisland by mapping lineation featureson aerial
photographs (Carr et al., 1966) and by analysisof shipborne magnetometer and seismic surveys(von
Hueneet al., 1971). Most of these faultsstrikein the east-northeast direction, roughly perpendicular
to the axis of theisland (Figure 1.4), and dip steeply. Carr et al. (1966) report that the fault zones
are composed of highly fractured rock and may be up to thousands of feet wide, although littleis
known about whether these zones increase or reduce the permeability of the rocks they transect. If
the fault zones have significantly lower permeability than the intervening rock, the faults will act
asbarriersto groundwater flow, with flow oriented parallel to them toward the sea. Thisistheflow
patternmodeledinthe2-D cross-sectional models. However, if thefault zonesare significantly more
permeabl e than the surrounding rock, groundwater will flow preferentially toward the faults. The
U.S. Army Corps of Engineers and USGS (1965) suggest that fault zones in the Banjo Point
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Formation in the vicinity of the Long Shot site are at least ten times more permeabl e than the bulk
of the formation. If the permeability contrast is sufficiently high, this scenario might produce fast
pathways for flow from the chimney toward the sea.

The impacts on flow patterns and radionuclide transport caused by permeablefault zones are
addressed here using isothermal, 3-D, density-dependent flow and mass transport models. The
simulations are run using the FEFL OW code and a mesh geometry and hydrogeol ogic features that
are similar to those comprising the rubble chimney models. The differences are the addition of one
5-m-widelayer on each outside lateral face of themodel, and theaddition of four 100-m-widelayers
inside the model. The 5-m-wide layers represent fault zones and in the first fault scenario are
assigned fault hydraulic conductivity valuesten timesthe valuesin theunfaulted rock. In the second
fault scenario, thefaultsareassigned hydraulic conductivity values 100 timesthevaluesin unfaulted
rock. The horizontal to vertical K anisotropy ratio of 10 is maintained within the fault zonesin both
scenarios. Thefour additional 100-m-widelayerswithinthe model increasetheoverall model width
t0 1,910 m, which approximatesthewidth of the unfaulted structural blocksnear Cannikin (Engdahl,
1972). The cavity and chimney are positioned midway between the fault zones at a distance of 800 m
from each. Thus, the 3-D models simulate flow and transport within a single structural block
bounded onthelateral facesby permeablefault zones. Thefaultsare considered hereto be preferred
pathways of flow to the sea and do not allow flow across them (Figure 6.40).

Three cases of each fault scenario arerun, with boundary conditions and va ues of thegroundwater
flow and mass transport parameters the same as the three cases of the 3-D chimney mode (Table 6.8).
The only differences are the increased K vaues in the fault zones, as previoudly described.

Table 6.8. Values of parameters used in three-dimensional simulations incorporating fault zones.

Parameter Realization #1 Redlization #2 Redlization #3  All Cases
Horizontal Hydraulic Conductivity, 1.86x102 m/d 6.48x102m/d 1.78x102 m/d
Unfaulted Structural Block, Ky and Kyy
Vertical Hydraulic Conductivity, 1.86x103 m/d 6.48x103 m/d 1.78x103 m/d
Unfaulted Structural Block, K
Kz and Kyy of Fault Zones, Scenario #1 1.86x101 m/d 6.48x102m/d 1.78x10"1 m/d
K, of Fault Zones, Scenario #1 1.86x102m/d 6.48x103 m/d 1.78x102 m/d
Kz and Kyy of Fault Zones, Scenario #2 1.86 m/d 6.48x101 m/d 1.78 m/d
K, of Fault Zones, Scenario #2 1.86x101 m/d 6.48x102m/d 1.78x10'1 m/d
Cavity and Chimney, Kyx, Kyy and Kz 1.86x102 m/d 6.48x102m/d 1.78x102 m/d
Specific Storage, Ss 1.x104
Recharge, Rech 6.13 cm/yr 3.33 cmlyr 1.89 cm/yr
Fracture Porosity, 6 2.81x104 2.71x104 2.67x104
Chimney Porosity 0.07
Mass Longitudinal Macrodispersivity, Ap 100
Mass Longitudinal Macrodispersivity, At 10
Mass Diffusion, D* 1.0x10° m?/s
Density Ratio 0.025
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Figure 6.40. Design of finite-element mesh used for the the 3-D model incorporating fault zonesnear
Cannikin. Layers 1 and 21 represent the 5-m-wide fault zones (but are too thin to be
visibleonthisdiagram). Layers2 through 20 are 100 m wide and comprise the unfaulted

structura block.

Inclusion of permeablefaultsis somewhat anal ogousto increasing K uniformly throughout the
model domain, although the magnitude of the response is considerably less dueto the limited areal
extent of the more permeable zones. In the density-driven flow system modeled here, an increase
in K generally causes the transition zone to be established at a higher elevation, as was shown
previously for the 2-D case. Similarly, inthe case of 3-D flow with fault zones, faults with K values
10 times greater than the unfaulted rock result in a slightly higher location of the transition zone,
although the difference is well within the uncertainty of the measurements. Increasing the fault K
further shows a greater impact on the transition zone; faults with K values 100 times greater than
rock K start to dominatethe flow pattern, causing thetransition zoneto be established at an elevation
about 200 m higher (Figure 6.41 and Figure 6.42). The high contrast in K also is reflected in the
upper portion of the head profiles, which show about a4-m difference in head between the center
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Cannikin showing the effect of faults with K-ratio of 100.
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of the structural block and the edge. This head gradient has the effect of driving groundwater flow
from the center of the model where the cavity is located, toward the faults.

The results of the flow model for the three selected redizations are analyzed in terms of
transport of particlesfrom the cavity to the seafloor. Figure 6.43 shows a snapshot of the particles
distribution at 2,200 years for selected realization #2 comparing the three-dimensional model with
and without fault zones. The faults are assigned a conductivity value 100 times higher than the
unfaulted rocks. The impact of the shallower transition zone is apparent on the 3-D and the vertical
views. Particles break through between 4 and 5 km from the island axis in the faulted system, but
they break through between 5 and 6 km in the unfaulted scenario. In the plan view of Figure 6.43,
the impact of fault zones is most apparent where a strong lateral (parallel to the shoreline)
preferential flow drives a large number of particles toward the faults in both directions. These
particles then migrate along the transition zone within and parallel to the faults until they reach the
seafloor. This selected redlization has the cavity within the transition zone and the shallower
transition zone resulting from the effect of the faults leads to the cavity being below the transition
zone. Particles thus move upward with the saltwater and then shoot outside the cavity in the four
directions: toward the sea, toward the island axis and toward the two faulted blocks. When the
recharge-conductivity rationislarge andthe cavity islocated abovethetransition zoneasin selected
realization #3, the impact of the faults on spreading the particles laterally is very minor as can be
seen from Figure 6.45. This is to be expected since the dynamics of the freshwater lens and the
velocity pattern therein are mainly controlled by the recharging freshwater. The high-K faultslead
to a shallower transition zone and thus break through closer to the shoreline as compared to the
unfaulted scenario.

The breakthrough curves for the three selected realizations and the comparison between the
faulted and unfaulted casesare shown in Figure 6.45. Again, theimpact of the faults dependsonthe
location of the cavity with respect to the transition zone. The first realization shows an increase in
the mass arriving to the seafloor and a higher peak of mass flux, but at alater time as compared to
the breakthrough peak of the unfaulted scenario. The other two realizations (with cavity within or
above the transition zone) show the same or lower mass arriving to the seafloor within 2,200 years
and lower mass flux peak. As mentioned earlier, the significance of this impact depends on the
radionuclide’s half-life, with short-lived nuclides being more conservatively evaluated using the
unfaulted scenario.

233



Selected
Realization
[l

E gvatior ah3L [m)

L o)

Elenat o AME

Digtance along Shore

Isothermal Model
Without Faults

Isothermal Model
With Faults

Distance from GW Divide (m)

Ky =100 Ky

Isathermal Modsl without Faults

Selected
Realization
w2 i
£-1000
i}
4000 .
1000
E
2
=
e
g
£ o0k
-4
1] nn
E
H
£ 1500
i

D stanze Faraliel to t7e Shoreline (7]

Figure 6.43. Particledistributions comparing faulted and unfaulted scenariosfor Cannikin 3-D model

for selected realization #2.

00 00 S0 S0 SN0 V000 D0 900

Tlisanes fom CW Divide ()

lsoiherma! Iadel wih | auits

S0 A0 N0 80N S0

2000 a0 &
Dustance fom GW Dmde (m]

Kp =100 K,

Rock

sothermal Madel withoul Faults

anen 000 & A0 ) a0
Diztanze fram GV D ()
Selected
Realization
Isothermal Model wiih Faulis #2
i i
4000 5000 6000 F000 @000 9000

Distance fiam CW Davda ()

Ko =100 K,

Rock

234



|zothermal WModel without Faults

] 1000 2000 3000 4000 s000 S 7000 2000 G000
Distance from GW Divide (m)

Distance Parallel to the Shareline (m)

Selected
Realization
#3

|sothermal Model with Faults

1000

0 i i i i i i i i i
] 1000 2000 3000 4000 5000 B000 7000 8000 5000
Distarce frorm GW Divide ()

Distance Farallel to the Shoreline (m)

KFaHEﬁ =100 KRock

Figure 6.44. Planview of particles distribution for realization #3 showing the effects of faultswhen
the transition zone is below the cavity.

235



x 106

1 2 T T T T T T T T T T
— lIsothermal w/o Faults (mass out = 17.77%)
1k S ---- Isothermal w/ Faults (mass out = 42.74%)
=08
g
0.6
2
A
Qo4
0.2 LE " ‘ ‘ i e ‘ i i
(L RO LR N R O LT TN '1|'11""|"l‘""l"ﬂl""f"“'lwmr'll[l'"'!'le
0 ] 1 1 1 1 L 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
Time (years)
x107°
1 T T T T T T T T T T
—— lIsothermal w/o Faults (mass out = 33,14%)
- Isothermal w/ Faults (mass out = 21.04%)
0.8
=
«
B 06
<
204
9
021
0
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200

Time (years)

8 T T T T T T
— lIsothermal w/o Faults (mass out = 100%)
7 - Isothermal w/ Faults (mass out = 100%)
6 —
7
35 7
=, 1
=
§3 7
\%
2 -
0 N ‘m‘i\”‘“‘-‘v—w‘m I ! |
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
Time (years)
Figure 6.45.

Breakthrough of undecayed, unretarded mass from Cannikin cavity with and without fault

zones. Each graph represents a different case of recharge-conductivity ration for the three
selected realizations.

236



7.0 Summary and Conclusions

Modeling of Amchitka’snuclear tests encompassestwo major processes. 1) theflow modeling,
which includes density-driven flow due to saltwater intrusion, and 2) the transport modeling that is
a combination of advection, dispersion, retardation, source term and glass dissolution, matrix
diffusion and radioactive decay. Modeling each of the two processes is based on a certain
conceptualization of the flow or the transport. There are many assumptions that are aimed at
reducing the complexity of the studied processes or are aresult of the scarcity of data available at
theisland. Many of the processes encountered are associated with difficultiesdetermining thevalues
of the parameters governing them, and in some cases the processes themselves are not well
understood. The selected modeling approach and the results presented in this study represent an
attempt to overcome these difficulties and address these uncertainties.

The flow and transport modeling is based on a two-dimensional conceptualization of the
island’s cross section, which is represented for each test by atransect from the island’s centerline
(divide) through the test location and then to the sea. The two-dimensional modeling relies on a
homogeneous, anisotropic conductivity field with no spatial variability except at the cavity and
chimney. Flow and transport through fractures is the fundamental scenario considered.

A calibration is performed for each test location using head data and groundwater chemistry
data from nearby boreholes as calibration targets. Simultaneous, exact matches of these two
independent data sets are not achieved at any site, though the uncertainty expressed by the standard
deviationinthebase-caseflow model sencompassesthe observed data. The head dataareconsidered
to bemorereliablethan the chemical dataand are given moreweightinthecalibration. Thechemical
dataare subject to questions of their degreeof representing in-situ conditions dueto borehole mixing
andincompletepurging of drilling fluids. In addition, the chemical dataaremorelikely than thehead
datato bein disequilibrium with current hydraulic conditions as aresult of the last sealevel change,
as demonstrated in a sensitivity analysis. The final calibrations depict a deeper transition zone on
the Bering Sea side of the island as compared to the Pacific.

A parametric uncertainty analysis evaluated the effect of uncertainty in seven key parameters
on the resulting uncertainty in the transport results. The parameters evaluated are hydraulic
conductivity, recharge, macrodispersivity, fracture porosity, small-scale dispersivity, glass
dissolution, and matrix diffusion. The end result of this modeling stage is the reduction of the list
of uncertain parameters from seven parameters to only four parameters. Three parameters are
excluded from thelist because the uncertai nties associated with the val ues of these parameters show
minor effects on the uncertainties of the transport results in comparison with the remaining
parameters. Of the remaining list of the uncertain parameters, hydraulic conductivity, recharge and
fracture porosity are treated as uncertain in the flow and transport modeling, while the uncertainty
in matrix diffusion is handled as a sensitivity.

The flow and transport modeling for each site solves the flow and transport problems using
randomrealizationsfor thevaluesof thethree parametersintheuncertainlist whilekeeping all other
parameters at fixed values (asif they are known with certainty). The ensemble of realizations of the
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transport solutions is then analyzed for individual nuclides with different release and retardation
characteristics. Transport results indicate that the radionuclide movement at Long Shot is much
faster than at Milrow and Cannikin. That is due to the location of the cavity being very shallow as
compared to the other two tests. The working point of Long Shot is at a depth of 700 m, whereas
theMilrow cavity iscentered at about 1,218 m and that of Cannikinisat about 1,791 m below ground
surface. Thus, Long Shot is above the transition zone in al realizations, whereas Milrow and
Cannikin tend to be within or below the transition zone.

Thelocation of the cavity relativeto the varying location of thetransition zoneis animportant
factor influencing transport results. Bel ow thetransition zone, thegenerally toward-island-axisflow
directioninthe saltwater zonedelaysthe particles’ migration toward the breakthrough boundary by
lengthening the flowpath. Thisis accentuated by much slower velocitiesin the saltwater section. If
the location of the transition zone in a certain realization is causing the cavity to be located in the
saltwater zone, transport is significantly delayed in that realization allowing for more radioactive
decay. In comparing the transport results of the three tests, one can observe acertain pattern rel ated
to that factor. At Long Shot, for example, all of the realizations had mass flux breakthrough at the
seafloor within the simulation time. At Milrow, 8 percent of the realizations did not break through
at the seafloor within 2,200 years, while at Cannikin over 30 percent did not break through, even
without considering the effects of retardation and decay. The sametrend isevident inthe percentage
of massbreakthrough, whenit doesoccur. Over 90 percent of the L ong Shot reali zationsexperienced
100 percent breakthrough, whereas percentage of breakthrough was typically much lower for the
Milrow and Cannikin realizations that did reach the seafl oor.

An explanation for these aspectsis shown in Figure 7.1. The figure shows the threetransition
zones at the three sites and the corresponding cavity location. For each test, the vertical distribution
of concentration (averaged over the MC realizations considered) at the right edge of the cavity is
plotted (solid lines). The dotted lines in the figure indicate the elevation of the top and bottom of
the cavity at the three sites. As can be seen in the figure, the Long Shot cavity is aways located at
the freshwater side and very far from the center of the transition zone. This leads to the direct
movement of radionuclides from the cavity toward the seafloor. The Milrow cavity and that of
Cannikin, ontheother hand, arelocated at the saltwater side of thetransition zone (on average). This
meansthat in many realizations, the cavity comesin contact with the circulatory and very slow flow
pattern occurring at the lower edge of the transition zone. This explains why 25 redlizations at
Milrow do not produce any mass breakthrough within 2,200 years. For Cannikin, the cavity isalso
locatedinthe saltwater side of thetransition zone (on average), and in additionisdeeper. Thisresults
in alarger number of realizations coming in contact with the circulatory flow pattern, and longer
flowpaths to the seafloor when they do.

The differences in cavities relative to the transition zone between the three sites are reflected
inthebreakthrough curves. Considering tritium, theearliest peak mean breakthrough occursat Long
Shot, in 25 to 30 years after the test at a normalized peak mean concentration of about 1.8 x 10-4.
Both Milrow and Cannikin have peak mean tritium breakthrough at about 100 years after each test,
with peak normalized concentrations of 1.6 x 10/ for Milrow and 1.9 x 10 for Cannikin. In all
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Figure 7.1. Cavity location relative to the expected transition zone profile for the three tests.

cases, adding one standard deviation increases the concentrations approximately one order of
magnitude. The time and normalized mass for each radionuclide considered is a function of its
radioactive half-life, as well as the flow and transport results. For example, the peak mean
concentration of 14C occursat about 100 yearsat Long Shot, asthe peak for tritium at 20to 30 years
isdrivenin large part by the short tritium half-life.

The incorporation of uncertainty in the transition zone location (through uncertainty in
recharge and hydraulic conductivity), while consistent with the uncertaintiesfromisland data, leads
to alarge variation in transport results from one realization to the next. As described above, the
transport calculated for a realization with the Milrow cavity intersecting the transition zone is
dramatically different than for a realization with the transition zone below the cavity. For both
Milrow and Cannikin, the early-time portion of the breakthrough curves is dominated by the
realizations representing the transition zone at or below the cavities.

A variety of sengtivity studies are presented. With the exception of evaluating matrix
diffusion, the alternate scenarios are performed on several realizations sel ected to be representative
of the gamut of flow behavior. Asaresult, the sensitivity results are not directly comparable to the
Monte Carlo results, but do alow identification of the general magnitude of impact that process
uncertainty contributes. A variety of numerical solution issues, matrix diffusion, colloid transport,
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uncertainty in island half-width, sea level changes, and geothermal processes are evaluated using
the 2-D models. The impact of the 2-D simplification, flow in the rubble chimney, Cannikin Lake,
nuclear heat and flow in fault zones are all evaluated with 3-D models.

The presence of the nuclear chimney, with its high vertical conductivity, isfound to dominate
many of the other conceptualizations (the chimneys are included in the base-case Monte-Carlo
calculations). Numerical solution issues, sea level changes, geotherma processes, the 2-D
simplification, Cannikin Lake, and fault zonesall haverelatively limited impact on transport results
for the realizations analyzed, or result in significantly less transport than the base-case. Matrix
diffusion, colloid transport, island half-width, and nuclear heat are potentially more significant.

The impact of flow field conceptual processes (e.g., thermal processes, faults, the half-width,
and Cannikin Lake) on transport varies strongly with cavity location in the domain relative to the
transition zone. Variations in transport caused by these features are on the order of several times
(larger and smaller), not orders of magnitude. Conversely, some of the base-case model parameters
have uncertainties spanning many orders of magnitude that translate directly into velocities, and
therefore they have greater impact on the results than the uncertainties in heat and 3-D flow
evaluated here. In addition, the uncertainties in retardation properties, evaluated as the matrix
diffusion parameter and colloids, can also affect results by orders of magnitude. Matrix diffusion
uncertainty is conservatively evaluated here (only lower diffusion is evaluated, not higher), with
data suggesting the process is larger and allowing much less transport than simulated.

Considering the supporting dataas well asthe modeling results, the most significant uncertain
parameter isthe porosity assigned to thefracture system. Not only does the porosity directly control
travel times, it is uncertain through many orders of magnitude and there are no island-specific data
to support a mean value nor distribution. It should be noted that this is a common problem for
fracture-flow environments, and one that is not easily remedied. It should additionally be
emphasized that the fracture flow approach taken herefor aconceptual model isalso an assumption.
At the overburden pressures encountered at depths of thousand of meters, and given the abundant
datasupporting relatively high matrix porosity val ues, aporous medium assumption may beequally
valid and would result in extremely long travel times (recall that only 29 of 100 realizations had
breakthrough in 5.5 million years in a porous medium analysis for Milrow). Additional uncertain
parameters are the matrix diffusion coefficient and glass dissolution rate, though the significance
of their impact depends on the half-life of the radionuclide and the predicted flow velocities.

The quantification of uncertainty due to key model parameters, expressed as the standard
deviation of the breakthrough curves, alows many of the uncertainties discussed above to be
included in the risk assessment. The modeling results presented here are but one part of the risk
assessment process that evaluates the potential hazard posed by the three underground nuclear tests
on Amchitka. Theresults of the risk assessment will determine whether the uncertaintiesidentified
here are of potential significance or can be tolerated within an acceptable margin of safety.
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APPENDIX A: HYDRAULIC ANALYSES

Hydraulic tests were conducted on Amchitka Island by the United States Geological Survey
(USGS) inthe late 1960s and early 1970s to determine suitable zones for conducting nuclear tests
and to characterize the hydrology of Amchitkalsland. Most of the hydraulic tests were performed
by either injecting (slug type) or swabbing (bail type) aknown volume of water from the borehole
followed by monitoring recovery of the fluid. Most of these tests were conducted in uncased
boreholesusing straddl e packersto i sol ate specific zones. Thelength of thezonestested rangedfrom
18.3t0 485 m, with an averagelength of 85 m. Because of the high cost of rig time, these testswere
only conducted for short periods of time, which often did not alow water to return to static
conditions.

The USGS performed hydraulic tests in UAe-6H, UA-1, UA-1-HTH-1, UAe-7h, UAe-1,
UAe-3, and UAe-2. The plots and analysis of these tests are reported in a series of publications
released by the USGS (Ballance, 1970a, 1970b, 1972a, 1972b, 1972c, 1973b). Theanalysis of these
data by the USGS produced results reported in relative specific capacities (RSC) as opposed to
hydraulic conductivity or transmissivity (See Figure Al).

Because the groundwater modeling efforts on Amchitka Island required a description of the
hydraulic conductivity with depth, the data presented in the USGS reports were reanalyzed using
the method of Cooper et a. (1967). The analysis is conducted by plotting H/Hg vs. time, where H
is the head change in the well at time (t), and Hy, is the instantaneous head change in the well. To
facilitate comparison of the measured datato the type curves provided by Cooper et a. (1967), head
ratio is plotted on an arithmetic scale, while timeis plotted on alogarithmic scale. The type curves
arethenlaid over thedatapl ots keeping they axiscoincident (i.e., the value of H/Hy=1 on both plots.
The dataare then matched to thetype curvewith asimilar curvature by sliding thetype curvesaong
the x-axis. Once curve matching is complete, the transmissivity (T) can be calculated as

onN

T= 1)

r—o-|ﬁ
[y

Tt _
?

hydraulic conductivity isthen determined by dividing thetransmissivity by thelength of theinterval
tested.

where t1 is the time on the data plot where 1.0; re = radius of well casing; andt = time. The

Thefollowing is an example of the calculation using the data presented in Figure A2. The
diameter of the wells drilled on Amchitka Island were 0.062 m. Overlaying the type curves,
Figure A3 on the data plot (Figure A2), t; was determined to be 11 minutes. Putting these values
in Equation (1) the transmissivity is 0.1258 m?/day. Dividing by the length of the interval tested,
106 m, the hydraulic conductivity is0.0012 m/day. Figure 4 shows the data plots used to determine
hydraulic conductivity for the various tested intervals from the hydrologic test holes on Amchitka
Island. Figure 5 through Figure 11 shows the lithologic logs and al of the intervals tested by the
USGS on Amchitka Island.

While reviewing the work the USGS performed, several issues became apparent. In some of
the hydraulic tests, leaks occurred around the inflatable packers making those tests invalid.



Swabbing test tended to give higher values for hydraulic conductivity, as it was suspected that
injection of fluid tended to introduce fine material into theformation thusreducing theequilibration
time and apparent hydraulic conductivity. Also tests were conducted for short time periods
precluding full hydraulic equilibration.
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Figure A4. Data plots used to determine hydraulic conductivity from hydrologic test holes on Amchitka Island (continued).
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Figure A4. Data plots used to determine hydraulic conductivity from hydrologic test holes on Amchitka Island (continued).
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Figure A4. Data plots used to determine hydraulic conductivity from hydrologic test holes on Amchitka Island (continued).
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Figure A4. Data plots used to determine hydraulic conductivity from hydrologic test holes on Amchitka Island (continued).
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Figure A4.

Data plots used to determine hydraulic conductivity from hydrologic test holes on Amchitka Island (continued).
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Figure A4. Data plots used to determine hydraulic conductivity from hydrologic test holes on Amchitka Island (continued).
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Figure A4. Data plots used to determine hydraulic conductivity from hydrologic test holes on Amchitka Island (continued).
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Figure A5. Construction diagram, lithologic log and summary of hydroloic tests, hole UA-1 (after
Balance, 1970b).

A-12



DEPTH

(meters)
LSD
X
= 50
X
gl 805
— 100 SWL 3.9
125.0
128.3
SWL e4.0
1795
X 1835
— 200 SwL 4.0
2347
227.4
S SWL 5.7
0 e 2786
A X
S00 EXPLANATION
— 3185
e
Estimated
X SwL
Stotic water level, in
400 meters below Isd
=
X —427.0 Cement
L 457 xx]
Breccio
r ol4 Sondstone
Sand, siltstone
- 1000 —
Siltstone
— 1054 m
Bosalt

Figure A6. Construction diagram, lithologic log and summary of hydroloic tests, hole UA-1-HTH-1
(after Balance, 1972c).

A-13



DEPTH

Meters _ (feet ) Land surface
| i L a8
i 1 87.78
| 1
| —
I_ { T 1830 SWL e34
| | 2073 RSC 0.018
I 1
= 1000—
| _1 LR x X X
| g %% | x x
[ ] :
| 1
1 1 "
oo 1 1k T%T w sea
“Ei R 542.6
| 1 - K = 5839 i e
- 2000— X ¥
B 4
| =1 L X
— s I
+ 8 7590 SWL 344
L J L - 7BE4 RSC >5
3000
- 9510 SwWL 342
= 98393 RSC 0.482
100G
4000 —
— 1500
EO00-) —lgaloa SWL 331
15801 R !
- S sz'!'IESI.S SWL --
L8417 RSC e<0 .25
.| T 6459 swL 35
N i 17245 RSC 0.393
i - Ti17240 SWL 377
17843 RSC 0.375
600»—: 1648.4 SWL 3359
=1 2133.6 RSC 1.341
] II.SZZ.I SWL e37.
ng%g SWL "E w 19824 RSC  0.007
2000 | S < it e
- ® | E02T.6 SWL e37
1 = 2133.6 RSC  0.036
21336 7000 3 - -
i - Depth in meters Breccla
SWL - Static water jevel, meters below lsd Basalt

RSC - Relotive specific caopacity in
m3pd per m of drawdown, Largest
value was used whether injection or
swabbing.

Estimated

Sandstone, siit

Cement

-
|
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Figure A10. Construction diagram, lithologic log and summary of hydroloic tests, hole UAe-6h (after
Balance, 1972b).
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APPENDIX B: GLASSDISSOLUTION SOLUTION
by Greg Pohll

White (1983) givesthefollowing linear masstransfer equation for glass dissolution, normalized by
area

¢ =Cot kit (B1)

where € is the cumulative mass dissolved per unit area(moles/cm?), Tgistheinitial dissolved mass
per unit area (moles/cm?), kK is the linear rate constant (moles/cm?s), and t is the time ().

Taking thefirst derivative of Eq. B1 with respect to time determines the normalized rate of change
(with respect to area) of the glass. Note also that the sign must be changed to account for aloss of
mass from the glass, rather than again as was written in Eq. B1

d
a= kK (B2)

To calculatetheactual massdissolution ratein gm/s, wemust multiply Eq. B2 by the specific surface
area, gram formula weight and the available mass of glass

M
O(lj—t = — kMAg Gy, (B3)
whereM isthemass of glassat any timet (gm), Ay, isthe specific surface areaof theglass(gm/cm?),
and Gy, is the gram formula weight (gm/mole).

Note that the units of dM/dt are now gm/s. One could also remove the gram formula weight, which
would produce moles/s. Now separate variables to solve for M

M — — K Ag Gyt (B4)
Integrating both sides gives
InM) = — k Agp Gyt + C (B5)

where C' is the integration constant. For simplicity, lets define a new variable ky, which will be
defined as

which then ssimplifies Eq. B5 to

In(M) = — kgt + C’ (B7)

Taking the exponents of both sides of Eq. B7 yields
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M = C e Xt (B8)

Theintegration constant is simply theinitial mass of the glass (at t = 0), so Eq. B8 can be written as

M = Mge kst (89)

where Mg istheinitial glass mass (gm).

Therefore, Eq. B9 definesthe mass at any timet for the glass structure. For modeling purposes, we
are more interested in the amount of glass that is in solution, which can be described as

Mgin = (Mg — 5o Ag Gry) (1 — €75 + & Ag Gy (B10)

Eq. B10 also includes the small amount of mass that islost instantaneously as defined in Eq. B1 by
White (1983). This term was not included in Eqg. B9, but can be easily added, by redefining (more
correctly) the integration constant to include the masslostatt =0

Mgiia = (Mg — &o A Gpy) €7 (B11)

For modeling purposes, the amount of glass|ost to solution between any two time steps isimportant
so the numbers of particles that should be released can be obtained. The algorithm is as follows:

1. Assumethat pisthe percentage of mass released hydraulically, and thus 1- p representsthe
mass in the glass.

2. Next, one must address how much mass is lost due to the instantaneous dissolution
(CoApGrw)- A problemisthat thistermisin real mass units, which makesit difficult to use
a unit mass within the transport model. Rather than relying on classified data, which will
remove much of the analysis from public review, the instantaneous dissolution term is
ignored here. Thisisjustified for two reasons. First, the mass involved in thisterm is very
small relative to the total mass dissolved. The inclusion of this term is important for
short-term experimental work but not for the long-term, total dissolution process
considered here. Second, the process leading to this instantaneous dissol ution is considered
to be due to surface ion exchange, which is handled through the partioning of the
radionuclidesinto both glass and surface deposits. The portion assigned to surface deposits
(conservatively assumed to be 5% of therefractory nuclides, despite evidencethat theactual
percentage is closer to 1 or 2%) is assumed instantaneously dissolved in groundwater,
accounting for this term.

3. Byignoring theinstantaneous dissol ution term, then one can simply use Eq. 3.1 in the body
of the main report. Note that Eq. 3.1 smplifies to ky as defined by Eq. B6 above, using the
gram formula weight of SIO»
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EXECUTIVE SUMMARY

During the period of nuclear weapons production and testing, the United States government conducted
aseries of nuclear weaponstests at various sites throughout the United States and itsterritories. The nuclear
testing performed at these sites resulted in subsurface contamination from contaminants such as
radionuclides (e.g., the cesium radionuclide, 13’Cs), organic compounds, toxic metals (such as lead, Pb),
hydrocarbons, drilling mud and residues from plastics, epoxies, and drilling instrumentation (U.S. DOE,
1996). Because of their toxicity or radioactivity, many of these contaminants are considered to be major
health hazards and consequently pose athreat to organisms that are exposed to them (in particular, humans
and wildlife). The fate, transport, and distribution of contaminants in the subsurface environment are
significantly controlled by groundwater movement and the extent of interaction between the contaminants
and surrounding rock matrix. Studies have shown that a number of chemical and physical mechanisms
occurring within the subsurface may cause retardation of contaminants with respect to groundwater flow.

Inan effort to estimate the migration of radionuclidesand toxic compoundsfrom the Cannikin Test Site,
Amchitkalsland, Alaska, this project component investigated the mobility of reactive (lead and cesium) and
nonreactive (bromide) solutes through core samples obtained from the Cannikin site. Lead (Pb) and cesium
(Cs) were chosen because of their different reactive characteristics and because they may occur in the
subsurface environment as by -products of the underground nuclear detonation that was performed at the site
inNovember 1971. Bromide (Br) was chosen because of its nonreactive characteristics so that an assessment
could be made to determine how the rate of solute transport varies between nonreactive and reactive species.
Additionally, by using anonreactivetracer, we could estimate how retardation is affected by diffusion only,
since Br is not expected to sorb appreciably. Though chloride is often used as anonreactive solute, analysis
of the site’sgroundwater yielded a high chloride concentration (1,920-16,000 mg/L) so that the chlorideion
would be an inappropriate tracer.

Experiments were conducted with Cannikin Test Site basalt and breccia core samples obtained from
theU.S. Geological Survey CoreLibrary at theNevadaTest Site. These sampleswereground, characterized
by a number of physiochemical methods, and subsequently used in equilibrium sorption experiments with
Pb and Cs. The remaining, intact materials were used in the diffusion experiments with Br. With respect
to the sorption experiments, Pb displayed a behavior typical of cation sorption on amphoteric surface sites,
with fractional uptake increasing with increasing pH, despite the high ionic strength of the synthetic
groundwater solution used in these experiments. Such behavior is consistent with sorption on amphoteric
surface sites as opposed to internal cation exchange sites. Experiments with Cs showed no sorption in the
high ionic strength synthetic groundwater. It isthus expected that at high ionic strength, Cswould be highly
mobile and exhibit no significant sorption on the solid materials.

Based on the experimental sorption data, parameters describing both linear and Freundlich isotherms
were estimated for a variety of conditions. The results indicate that equilibrium partitioning at the
solid-water interface is strongly pH-dependent for Pb and virtually non-existent for Cs under field
conditions. As a consequence, modeling the transport of these contaminants, Pb in particular, requires
knowledge of or assumptions about the groundwater pH. Under certain conditions, theisothermsfor Pbwere
approximately linear. In most cases, however, deviations from linearity suggested that the use of the
Freundlich isotherm would be more appropriate to accurately model the data.

The results of the diffusion experiments using a sodium bromide (NaBr) tracer revealed two trends.
First, theextent of diffusion varied significantly with respect to each sorbent. Second, theextent of diffusion
and the resulting diffusion coefficient varied with time. It was found that the basalt sample generally had



lower effective diffusion coefficients than the breccia. The calculated tortuosity for the basalt (being
inversely proportional to the effective diffusion coefficient) was therefore larger in all instances than the
tortuosity calculated for the breccia by afactor of approximately 1.5-2.

The results of the diffusion experiments indicate that, on average, ionsin solution would most likely
travel faster in the brecciathan in the basalt. Thisis somewhat expected, as the brecciahas a dlightly higher
porosity than the basalt, thereby providing additional pathways through which ions could travel.

The parameters determined in this study can be used to reducethe uncertainty in radionuclidetransport
modeling by accounting for retardation of radionuclides and other contaminants of concern due to sorption
on, and diffusion through, subsurfacematerials. Finally, it cannot be overemphasi zed that the resultsreported
herearespecificto theconditions used and that, given thenon-linearity of some of these systems, use of these
parameters outside their range of applicability might result in significant errors.
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INTRODUCTION

During the Cold War, the United States government conducted aseries of nuclear weaponstests
at varioussitesthroughout the United Statesanditsterritories. Thenuclear testing performed at these
sites resulted in subsurface contamination from contaminants such as radionuclides (e.g., uranium,
238y, Pu, Am, and cesium, 137Cs), organic compounds, toxic metals (such as lead, Pb),
hydrocarbons, drilling mud and residues from plastics, epoxies, and drilling instrumentation (U.S.
DOE, 1996). Because of their toxicity or radioactivity, many of these contaminants are considered
to be health hazards (some, proven carcinogens) and consequently pose a threat to organisms that
are exposed to them (including humans and wildlife). Thus, it is vitally important to assess the
potential of these contaminants to reach the accessible environment where humans can ingest
them—either by way of contaminated water supplies or through contaminated food chains.

Two factors primarily affect the transport and fate of contaminants in groundwater: (1)
properties of the subsurface materials or the subsurface environment, and (2) physiochemical and
biological properties of the contaminant (Knox et al., 1993). The degree to which contaminants
interact with the soil matrix, therefore, will have a significant effect on the migration of such
contaminants downstream. Conservative (nonreactive) ions and compounds, which are not affected
by abiotic or biotic processes, essentially move with the velocity of the groundwater. Conversely,
nonconservative (reactive) ions or compounds have the potential to be significantly retarded
compared to groundwater flow if the proper conditions exist in the surrounding subsurface
environment. Any attempt, therefore, to estimate the migration potential of contaminants requires
that experimental studies be performed to evaluate the reactivity of these substances for the
surrounding subsurface matrix through which the groundwater flows (Papelis, 1997).

The objective of this study was to estimate the rate of migration of reactive and nonreactive
solutes (representative of inorganic contaminants found at underground nuclear test sites) through
volcanic basalt and breccia from the Cannikin Test Site, Amchitka Island, Alaska. In an effort to
predict themigration potential of these contaminantsto reach surfacewaters (in particular theBering
Seawhich lies approximately 1 mile away), batch equilibrium experiments were performed using
Pb and Cs as reactive solutes and diffusion experiments were performed using bromide (Br) as a
nonreactive solute. Lead and Cs were selected for the study because of their different reactive
characteristics and becausethey may occur in the subsurface environment at the Cannikin site either
as aresult of their use in shielding of the nuclear device or as byproducts of the test performed at
the sitein November 1971. Bromide was chosen because of its nonreactive characteristicsto allow
a comparison regarding the movement of nonreactive and reactive solutes.

The remainder of thisreport is organized as follows. The characterization of each adsorbent,
abrief discussion of theions of interest (Ph, Cs, and Br) and the general experimental procedures
are presented next. The results and discussion are presented subsequently, followed by asummary,
conclusions and recommendations for further study.

MATERIALSAND METHODS
Adsorbent Characterization

Two adsorbents (hereafter referred to ssmply as sorbents) were used in this study: basalt and
breccia. An extensive characterization was performed on each of these sorbents, which included
mineralogy (solid structure), asdetermined by x-ray diffraction (XRD), soil pH measurement, major



and trace element analysis by x-ray fluorescence (XRF), solid morphology and composition as
determined by scanning electron microscopy (SEM) and energy dispersive x-ray (EDX)
spectroscopy, respectively, pore size distribution and specific surface area, as determined by
nitrogen adsorption, porosity and density determination, and cation exchange capacity (CEC). This
level of characterizationisneededto define parametersthat areimportant in the experimental design
and that arerequired for the estimation of other geochemical transport parametersobtained fromthe
experimental data.

A portion of each sorbent was first reduced in size, a step necessary for performance of
small-scale batch equilibrium experiments. It should be noted that the sorption capacity of a solid
is proportional to the total surface area available and the total surface area of nonporous particles
isinversely proportional to the particle diameter. Thus, it is expected that higher sorption, per unit
mass of sorbent, will occur as the particle size fraction is decreased. The size reduction and
subsequent sieving resulted in ninesizefractions, ranging insizefrom greater than4 mmto lessthan
50 um. The 600 to 354 um size fraction was mainly used in the sorption experiments, athough a
comparison of sorption behavior was made using the 833 to 600 um size fraction as well.

Sorbent Mineralogy

The mineralogy of the basalt and brecciawas determined by XRD after particle sizereduction.
Spectra were collected in the 5 to 60° 206-range using 0.03° 20 steps and Cu Ka radiation (A =
1.54060 A). Inspection of the spectra and an automated search of the peaks obtained is consistent
with the presence of the following minerals for each sorbent: basalt—major: augite and laumontite;
minor: analcime, augite, and magnesioferrite; breccia—major: plagioclase and chlorite; minor:
laumontite, plagioclase, chlorite, and quartz. Thiscomposition agreeswell with that given by Brown
(1967) for basaltic rocks. All aforementioned mineralsfall into one of the following major mineral
groups:. pyroxenes (augite), zeolites (laumontite, analcime), feldspars (plagioclase), chlorite,
spinels (magnesioferrite), or quartz. A brief description of each of these mineral groupsis provided
below.

Pyroxenes

The pyroxenegroup isabroadly diverse mineral family whose various members constitutethe
most abundant and widespread of the ferromagnesian minerals in igneous rocks. In genera,
pyroxenes are defined as agroup of dark, rock-forming silicate mineras, closely related in crystal
form and composition with the general formula: A,B2[Sia015], where A = Ca, Na, Mg, or Fe2*, and
B = Mg, Fe2*, Fe3*, Cr, Mn, or Al, with silicon sometimes replaced in part by aluminum (Jackson,
1997). Structurally, pyroxenes are all single-chain silicates (inosilicates) based on tetrahedra
linkage. They arecomprised of endless one-dimensional chainsmadeup of SiO,4 tetrahedrainwhich
two apical oxygens are shared with adjacent tetrahedra. The individual chains are bound together
by interstitial cations in roughly octahedral coordination (Blatt and Tracy, 1996). A structural
subdivision divides the pyroxenes into clinopyroxenes, which crystallize in the monoclinic system
and orthopyroxenes, which crystallize in the orthorhombic system. A detailed discussion on each
of these subdivisionsis not within the scope of thistext and thereader isreferred to Blatt and Tracy
(1996), Jackson (1997), and Brown (1967) for further information. Augite, one of the mineras
found in both the basalt and the breccia, fallsinto the clinopyroxene subgroup and is usually black,
greenish black, or dark green.
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Zeolites

Zeolites are crystalline, hydrated aluminosilicates of akali and alkaline earth cations that
possess infinite, three-dimensional crystal structures (Ming and Mumpton, 1989). They are further
characterized by their abilities to hydrate and dehydrate reversibly and to exchange some of their
constituent cations, without magjor change of structure. As hydrous aluminosilicates, zeolites are
analogous in composition to the feldspars, with Na, Ca, and K (rarely Ba or Sr) as their primary
cations (Jackson, 1997). They are classified as tectosilicates, meaning they consist of
three-dimensional frameworks of SiO4# tetrahedra in which all oxygens of each tetrahedron are
shared with adjacent tetrahedra. Such an arrangement reduces the overall Si:O ratio to 1:2, and if
each tetrahedron were to contain Si asits central cation, the structure would be electrically neutral,
asisquartz (Ming and Mumpton, 1989). In zeolitestructures, however, some of the Si4* isreplaced
by AI3*, giving rise to a net negative charge within the framework, which is balanced by the
incorporation of cations, in particular Ca2*, Na*, K* or Mg2*, in the cage structure. In general,
zeolites are either white or colorless, though they have been tinted red or yellow due to impurities.
Two zeolites, laumontite and analcime, were identified as either major or minor minerals in the
sorbents used in this study. Laumontite is awhite, monoclinic zeolite mineral having the formula:
CaAl»Si4012] * 4H5,0. Thismineral can sometimes contai n appreciableamounts of sodium and, on
exposure to air, loses water, becomes opague, and crumbles (Jackson, 1997). Analcime, the other
identified zeolite, is a glassy, colorless to pink zeolite mineral with the general formula
Na AlSioOg)® H20. It is acubic zeolite, commonly found in diabase and alkali-rich basalts. For
further information on these minerals, or on zeolitesin general, the reader is referred to Ming and
Mumpton (1989), Gottardi and Galli (1985), and Mumpton (1981).

Feldspars

Thefeldspar group is unquestionably the most common mineral group in both the earth’s crust
and in igneous rocks. Feldspars are anhydrous tectosilicates of general formula: M[Al(Al,S)30g],
whereM =K, Na, Ca, Ba, Rb, Sr, or Fe (Jackson, 1997). Structurally, the feldspars are framework
aluminosilicates consisting of a three-dimensional continuous framework of tetrahedrally
coordinated silicon and aluminum. All four corner oxygens in each SiO4 or AlOy4 tetrahedron are
linked to adjacent tetrahedra (Blatt and Tracy, 1996). Feldspars are usually white or nearly white
in color and are clear and translucent, although they may sometimes be colored due to impurities.
Plagioclasefeldspars, one of theminor mineralsidentified in both the basalt and breccia, are ssimply
those feldspars that are rich in Ca and/or Na, but with small amounts of K, as opposed to alkali
feldspars (such as orthoclase), which arerich in K and Na, but have small amounts of Ca (Huang,
1989). For moreinformation onfeldspars, thereader isreferred to Huang (1989) and Brown (1967).

Chlorites

Chlorites are defined as a group of platy, monoclinic, usually greenish minerals having the
general formula: (Ri2,R+3)6AlSin010(0OH)g, Where Rys = Mg2t, Fe2*, Mn2*, or Ni2* and Ry3 =
Al3*, Fe3*, Cr3* (Jackson, 1997; Barnhisel and Bertsch, 1989). There arefour subgroups of this2:1
layer clay mineral: trioctahedral chlorite (the most common chlorites), dioctahedral chlorite,
di,trioctahedral chlorite, and tri,dioctahedral chlorite. Chlorites, being less stable than other clays
when placed into acidic environments, have a high tendency to be altered. It is this tendency that
accounts for significant amounts of Mg2* and other cations that occupy exchange sites of clay
mineralsof such soils(Barnhisel and Bertsch,1989). Chloritesin soil arelargely inherited asprimary
mineralsfound in metamorphic or igneousrocks, or they occur as ateration products from minerals
such as hornblende, biotite, and other ferromagnesium minerals. The structure of the most common
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chlorite, trioctahedral chlorite, is composed of four sheets of polyhedra. Three of these sheets are
chemically bound together to form a2:1 layer that is structurally similar to mica, consisting of two
tetrahedral sheets, one on each side of an ocathedral sheet. The fourth sheet has been described in
the literature in several ways, but is commonly expressed as an interlayer hydroxide sheet. Further
discussion on this material is beyond the scope of this report and the reader is again referred to
Barnhisel and Bertsch (1989) for additional information.

Spinels and Quartz

The spinel group can be defined as a group of minerals of general formula: Bo[AQy], where
A represents Mg, Fe2™ and Fe3*, Zn, or Mn or any combination of these, and is in tetrahedral
coordination by oxides, and B represents Al, Fe2* and Fe3*, or Cr and isin octahedral coordination
by oxides (Jackson, 1997). Magnesioferrite, amgjor mineral found in the breccia, is defined as a
black, strongly magnetic, cubic mineral of the spinel group having theformula: Fe,3*(Mg,Fe)2+O,.

Quartz is a crystalline, rock-forming mineral of the general formula SiO,. This minera is
found in essentially all soils and parent materials and, next to feldspar, isthe commonest minera,
occurring either in transparent hexagonal crystals (colorless, or colored by impurities) or in
crystalline or cryptocrystalline masses (Jackson, 1997). A silicate mineral, quartz is classified asa
tectosilicate comprised entirely of SiO4 tetrahedra in which each oxygen is linked to Si atoms of
adjacent tetrahedra forming a three-dimensional framework structure.

Major and Trace Element Analyses

To further quantify the mineralogical composition of the basalt and brecciasamples, the XRD
analysis was complemented by estimation of bulk elemental composition, as determined by x-ray
fluorescence (XRF) and energy dispersive x-ray spectroscopy (EDX). The XRF results are shown
in Tables 1aand 1b. The major element composition (Table 1a) is presented as weight percentage
interms of oxides. An average chemical composition of basalt accordingto LeMaitre (1976) isalso
shown for comparison purposes. Inspection of Table 1a shows that our analysis was in close
agreement with that presented in the literature. Trace element composition for each sorbent is
presented in Table 1b.

Tablela Major element composition of the breccia and basalt.

Major Element* Breccia Basalt Basalt according to LeMaitre (1976)
SOy 495 50.5 50.06
Al>O3 16.4 16.1 15.94
TiO, 113 1.07 1.87
FeoO3 13.0 115 14
Ca0 711 11.8 9.70
K20 1.74 1.95 1.08
P>Osg 0.385 0.387 0.34
MnO 0.223 0.213 0.20
Na;O 4.05 1.40 2.94
MgO 6.44 5.14 6.98

* All data are given as percent weight and were normalized to account for losses on water molecules.
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Table 1b. Trace element composition of the breccia and basalt.

Trace Element Breccia (ppm) Basalt (ppm)
Rb 24.30 19.46
290.10 473.15
Y 25.58 22.64
Zr 63.95 77.55
Nb 7.03 4.06
Cr 64.71 61.41

As shown in Table 1a, both sorbents have very similar compositions. Additionaly, the table
revealsthat SiO, representsthe majority of the sample by weight in both sorbents. Thisissomewhat
expected because SIO, would be present as quartz or as acomponent of any aluminosilicate. Other
components found to be present in substantial quantities include Al,O3, FeoO3, CaO, NaxO, and
MgO.

An examination of the bulk elemental composition using EDX was performed on the breccia
sorbent only and the results were found to be very similar to those of the XRF analysis. Analysis
of ageneral view of abrecciasample, shown in Figure 1 (Figures 1 through 6 are located at theend
of this report), yielded the following component weight percentages. Nap,0O-3.82; MgO-3.61;
Al>03-17.99; Si0>-48.15; Ca0O-11.41; and Fe,O3-15.02.

Particle Morphology

To obtain abetter understanding of the morphol ogy of the sorbents, each sampl e was examined
by scanning electron microscopy (SEM). SEM is one of the most commonplace, powerful, and
sophisticated techniques available for the examination of surface and near-surface characteristics
of samples. In addition, an average composition of individual particlesimaged with the SEM was
determined using an energy dispersive x-ray (EDX) attachment to the SEM. A JEOL JSM-840A
SEM/EDX was used to examine several areas of the sample under different magnifications.

An attempt was made to identify individual minerals in the sample by SEM/EDX. Analyses
can beperformed with aspatial depth resolution of about 1 to 2 um and an accuracy of 5to 10 percent
(Papelis and Sloop, 1997). This alows a semi-quantitative identification of individual mineral
crystals based on the relative abundance of common elementsin minerals. It should be noted here,
however, that because several different minerals may have similar composition in terms of oxides,
independent information on the types of minerals present, for examplefrom XRD, may berequired
for unambiguous mineral identification. The advantage of the technique, however, liesin the fact
that individual mineral grains can be examined, as opposed to analysis by XRD, which yields an
average bulk composition.

Thin-section examination of both sorbents identified several minerals as shown in Figures 1
through 5. Figures 2, 3, and 4 correspond to the basalt sampl e and identify the presence of plagioclase
(feldspar), zeolites, spinels, and pyroxenes. This is consistent with the XRD analysis, which
identified augite (a pyroxene), laumontite (a zeolite), plagioclase, and chlorite. Figures 5 and 6
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correspond to the breccia sample and identify the presence of abite (afeldspar), plagioclase and
orthoclase (feldspars), a zeolitic ateration product, pyroxene, and spinel. This, too, is consistent
with the XRD analysis which identified analcime (a zeolite), augite, magnesioferrite (a spinel),
laumontite, plagioclase, chlorite, and quartz. The advantage of the examination of thin sectionsis
that the relative semiqualitative abundance of mineral groups can be determined.

Bulk and True Density Anayses

The bulk and true densities of the sorbents were estimated by using theintact core samplesand
the following procedure. First, the sample was dried at 100 °C in an oven for 24 hours. The dry
weight, wg, of the samplewasthen measured and recorded. Thetotal volume,V T, of thedried sample
was measured by placing the sasmple in agraduated cylinder and measuring the changein level of
asurrounding medium. In this method, the surrounding medium consisted of quality glass spheres
having a diameter between 425 and 300um. This material was chosen so that a true measure of the
total volumewould be obtained rather than askewed val ue, which might be obtained by using water
(thedry samplemight absorb water into the pore spaces, thereby yielding incorrect results). Thesize
fraction chosen for the glass spheres alowed for an acceptable degree of compaction, yet prevented
spheres from migrating into the pore spaces. Once the volume of the dry sample was determined,
the bulk density (pp) could be obtained using Equation (1):

_ mass dry sample _ W
total volume dry sample V'

Pp (1)

The sample was then immersed in NANOpure™ water (high purity water with at least 18MQ
cmresistivity) and placedin aseal ed vacuum chamber at ambient temperatureto achieve saturation.
Once saturated, the surfaces were wiped off and the saturated weight determined. Assuming the
water density is 1.00 g/cm3 at 25° C (approximate water temperature) the total pore volume,Vp of
therock wasthen determined asthe difference betweenthedry and saturated sampleweightsdivided
by the density of the water. The true density was then determined as the dry weight divided by the
volume of the solid (V1 —Vp = Vgig). Total porosity, ¢, istheratio of total pore volume to total
sample volume and can therefore be determined by the following equation:

g=" )

The average bulk density measured for the basalt samplewas 2.21 g/cm3 and the averagetrue
density was 2.51 g/lcm3. The bulk and true densitiesfor the brecciasamplewere 2.13 g/cm3 and 2.46
g/cm3, respectively. Likewise, it was determined that the porosity of the basalt sample was
approximately 11 percent and that of the brecciawas approximately 13 percent. These values are
consistent with those reported by Freeze and Cherry (1979), who list an average porosity value of
brecciated basalts as 10 percent and by Fetter (1994), who states that basalts generally have a
porosity between 1 and 12 percent.

Specific Surface Area and Pore Size Distribution

The specific surface area and the pore size distribution of the sorbents were determined based
on nitrogen adsorption measurements, using aGemini 2370 Analyzer and the BET model (Brunauer
et al., 1938). This method can be used to obtain an estimate of the specific surface area of sorbents
having surface areas from 1 to several hundred m2/g (using nitrogen adsorption). Although the
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method has several shortcomings, it continues to be the most widely used and general method for
particle surface areaestimation (Gregg and Sing, 1982). The measured specific surface areasfor the
two size fractions used for the sorption experiments are shown in Table 2.

The specific surface area of nonporous particlesisinversely proportional to particlesize, i.e.,
asthe particle size increases, the specific surface area decreases. Inspection of Table 2 doesindeed
reveal a small dependence of specific surface area on particle dimensions for both sorbents. One
should note, however, therelatively small changein surface areabetweenthelarger and smaller size
fractions for the basalt material. Such behavior can most likely be attributed to the fact that the
majority of the surface areaisinternal, in which case one would not expect to see much difference
in specific surface area with size. The presence of zeolites, as determined by XRD analysis, is
consistent with these findings because zeolites possess an internal cage-like framework structure
giving them alargeinternal surface area. The small variations of surface areabetween particlesizes
canmost likely beattributed to decreased accessibility of internal poreswithincreasing particlesize.

Table2.  Measured specific surface areas of basalt and breccia sorbents.

Sorbent Size Fraction (mm) Surface Area (m?/g)

Basalt 833-600 2.4024
600-354 2.537

Breccia 833-600 8.3936
600-354 9.432

Inspection of the table also reveals the differences in surface areas between the two sorbent
types with that of the breccia being almost four times larger than that of the basalt. It isimportant
to be aware of this because it enables normalization of solute sorption data to surface area and,
ultimately, allows a meaningful comparison to be made regarding sorption of ions as a function of
sorbent type. For example, the brecciawould require roughly 4 the solid concentration of the basalt
to have roughly the same overall surface area.

The results of pore size analysis can be seen in Table 3. (Note: The results presented are for
the 600-354 um size fraction and are averaged values of duplicate analyses). As can be seen from
thetable, the average pore diameter (4V/A) is 205.18A for the basalt, and 153.43A for the breccia.
Based on the average pore size diameter, these materials can be classified as mesoporous, referring
to material swith pore size diameters between 20 and 500A . Figures 7 and 8 illustrate the adsorption
and desorption branches of the nitrogen isotherms for the basalt and the breccia, respectively.

Table 3. Pore size measurements for the basalt and breccia

Basalt Breccia
BJH Adsorption Average Pore Diameter (4V/A) 240.48A 158.75A
BJH Desorption Average Pore Diameter (4V/A) 122.52A 90.42A
Average Pore Diameter (4V/A) 205.18A 153.43A

Inspection of both figures shows the results of each duplicate experiment to be in close
agreement with each other. Table 3 shows the average pore diameters (4V/A) calculated from the
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adsorption and desorption branches of each sorbent. The average pore diameter estimated from the
adsorption branch (as averaged from duplicate analysis) was 240.48A and 158.75A for the basalt
and the breccia, respectively. The average pore diameter estimated from the desorption branch was
122.52A and 90.42A for the basalt and breccia, respectively.

In conclusion, it can be seen that the basalt has a somewhat larger average pore diameter than
the breccia. This is consistent with the finding that the breccia has the higher specific surface area
because, as previously mentioned, specific surface areain inversely proportional to size; thus the
smaller pore sizes are expected to have larger surface areas.

Soil Solution pH and Cation Exchange Capacity

The soil solution pH was measured by suspending an amount of the sorbent in NANOpure™
water and alowing it to equilibrate for approximately 24 hours. The pH values obtained for solid
concentration of 1 g/L were 8.511 and 8.765 for the basalt and breccia, respectively. These results
become important, as is discussed later in this report, when looking at the sorption of Pb on the
sorbents. It isat apH of approximately 8 that Pb sorption on each sorbent most closely resembles
alinear isotherm.

The cation exchange capacity (CEC) was determined according to Busenberg and Clemency
(1973). The measurementsfor each sorbent were performed in duplicateand thefinal valueobtained
was an average of thetwo individua experiments. The CEC of the basalt was 86.3 meg/kg, and the
CEC of the brecciawas 183 meg/kg. Note that the CEC of the brecciawas approximately twicethat
of the basalt. This can most likely be attributed to the fact that the breccia has ahigher surface area
than the basalt, and potentially greater number of reactivesitesfor exchanging ionic species per unit
mass of material. Thus, it isno surprise that the material with the higher surface areahas the higher
CEC.

The Elements of Interest
Lead

Lead is perhaps the most common of the toxic heavy metal elementsand isnormally foundin
sulfides forming the common mineral galena, PbS. The element occurs naturally inthe earth’s crust
with an average concentration of 14 partsper million (ppm). In soils, concentrations can rangefrom
2-200 parts per billion (ppb) for normal, unpolluted soils to as high as 1-30 ppm in polluted soils
(Cox, 1995).

Lead isintroduced naturally into the environment from the erosion of lead-containing rocks
and through gaseous emissions during volcanic activity. In addition to natural emissions,
anthropogenic sources of lead include lead smelting and refining, automobile emissions, lead—acid
storage batteries, the production of alkyllead compounds for use as anti-knock agents in gasoline,
roofing materials, pigments (white lead, Pb3(CO3)2(0OH)»), pipes for domestic water systems,
manufacturing of cable sheathings, sheet, pipe, foil and tubes, solders and alloys, ammunition, the
production of various inorganic compounds, and protective shields for nuclear chemists, x-ray
operators, and radiologists (Waldron, 1980; Cox, 1995).

Lead primarily affects the blood, the nervous system, and the kidney and symptoms of lead
poisoning include anemia, anorexia, and abdominal pains, as well as neurological effects such as
irritability, mood disturbance, andloss of coordination. Theresidencetimeof leadinthebody isvery
long, one reason being that a significant amount is taken up in the bones where the Pb2* replaces
some Ca2* in calcium phosphates (Cox, 1995).
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Cesium

A rare Group |A element, Cs has little use, no known biologica role, and is non-toxic.
Chemically, cesium resembles rubidium and potassium, and is characterized as being a
silvery-white, very soft metal which reactsrapidly with oxygen and explosively with water. Cesium
occurs as the hydrated aluminosilicate pollucite, Cs;Al4SigO26°H20, but the world’'s only
commercial source is a Bernic Lake, Manitoba, and Cs is mainly obtained as a byproduct of the
lithium industry (Greenwood and Earnshaw, 1984; Emsley, 1989). It is not very abundant in the
Earth’s crust, there being only 7 ppm present. Detectable amounts are found in plant and animal
organisms, mineral waters, and soils (Hart, et a., 1975).

Cesium metal isused in photoel ectric cells, spectrographic instruments, scintillation counters,
radio tubes, military infrared signaling lamps, and various optical and detecting devices. Cesium
compounds are used in glass and ceramic production, as absorbents in carbon dioxide purification
plants, as components of gettersin radio tubes, and in microchemistry. Cesium salts have been used
medicinally as antishock agents after administration of arsenic drugs (Hart, et a., 1975).

Although Csisnot knownto betoxic, radioactiveisotopes of cesium formed asfission products
from uranium are indeed of environmental concern. Cesium-137 is a significant health hazard
because its long half life of about 30 years alows it to persist in the environment as a highly
radioactive element. Besides its persistence and high activity, 13’Cs has the further insidious
property of being mistaken for potassium by living organisms and taken up as part of the fluid
electrolytes, thereby becoming bioaccumulated through the food chain (Hammond, 1992). One
positive function of the radioactive isotope, however, isits use in the treatment of cancer.

Bromine

Bromineisarather rare element in the earth’s crust and occursexclusively asthe bromideion,
Br-. Being chemically similar to chlorine, it exhibits many of the same characteristics, such asbeing
very soluble and relatively abundant in the ocean. Most bromine used for industrial purposes is
extracted from the sea water or other natural brines. In most cases, the element is not used in its
elemental or ionicform, but isconverted to organi c bromine compounds such asethylenedibromide,
CH>BrCH»Br, which isused as afuel additive. Other organic bromides are used as pesticides or as
fire retardants for synthetic fibers (Cox, 1995).

Asthe bromide ion, the element is universally present in life along with the similar chloride.
It is not thought to be an essential element, though several bromide compounds have been found in
marine organisms. Like chlorine, the elemental form Brs is highly toxic. Likewise, elevated
concentrations of Br- appear to have a depressive effect on the nervous system contributing to its
use as a sedative and as an anti-convulsant for treating epilepsy.

Experimental Procedures

Batch Equilibrium Sorption Experiments with the Cannikin Site Core Samples

Batch equilibrium sorption experiments, using the reactive Pb and Cs solutes only, were
conducted in individual 12-mL polypropylene centrifuge tubes. A specific amount of solid was
added to the centrifugetubes, theamount depending on thefinal solid concentration desired. Almost
al experiments were performed using 1 g/L solid. A variable amount of either 0.1 M HNOg3 (nitric
acid) or 0.1 M NaOH (sodium hydroxide) was added to adjust the pH to the approximate final pH
value desired. The amounts of acid and base required for pH adjustment were determined by tria
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and error. Typically, apH range between 5 and 9 wastargeted. After theinitial acid or base addition,
the solution was allowed to equilibrate without further pH adjustments.

A set of nineindividual centrifuge tube-reactors was set up at atime with varying target pH
values. Thefirst of these was a control tube to which no soil was added. Approximately 59 ulL of
either 1.7x10°5, 1.7x104, 1.7x10°3, or 1.7x102 M metal ion were added to the centrifuge tubes to
achievethe desired final total metal concentration in the samples, ranging from 10-7 to 104 M. The
adsorbate added was either Pb(NO3)» (lead nitrate) or CsSNO3 (cesium nitrate) depending on the
experiment being performed. The necessary quantity of NANOpure™ water was added to result in
afinal solution volume of 10 mL. All reagents used were of ACS grade quality grade or better.
NANOpure™ water was used exclusively for all solutions prepared.

The individual centrifuge tubes were allowed to equilibrate for at least 24-hours by
end-over-end rotation at 8 rpm. Preliminary experimental work showed that this equilibration time
was indeed adequate. Although true equilibrium, in a strict thermodynamic sense, was most likely
not reached within the 24 hour equilibration period, the conclusions presented here are still valid,
based on the much shorter time scale for the sorption processes described here, compared to
processes such as solid solution formation and phase transformations, which would tend to shift the
position of equilibrium.

Upon reaching equilibrium, thefinal pH of the suspension was measured using an Orion model
720 pH meter with an Orion Ross glass combination electrode. The pH meter was calibrated daily
before use with pH 4.00, 7.00, and 10.00 buffers. Immediately following the pH measurement,
solid-solution separation was achieved using a Marathon K/R 21 centrifuge and centrifuging the
samples at 9000 rpm for 30 minutes. After centrifugation, a 2-mL aliquot was removed from the
supernatant and acidified with 24 uL of concentrated high purity HNO3 before analysis.

lon concentrations of the aliquots were measured using a Perkin-EImer 4110 ZL atomic
absorption spectrophotometer equi pped with agraphitefurnace and Zeeman background correction.
The relative fractional uptake (percent sorbed) of the ions by the sorbent was determined by
comparing theion concentrationsin the supernatant to the concentration of the control sample. The
eguation used to determine the percent sorbed is given by:

(Co - Ceq) X

(o]

% Sorbed= 100 3)

where: C, = total concentration of metal added to sample (mol/L); and Ceq= equilibrium
concentration of metal remaining in the supernatant (mol/L)

Most experiments were conducted in synthetic groundwater having a composition
representative of that found in the field. This choice was made because use of partitioning
coefficients to predict the fate and transport of inorganic contaminants in natural hydrogeological
environmentsrequires estimation of the coefficientsunder identical geochemical conditionstothose
found at the site being studied. Failure to do so may result in severe over- or underestimation of
contaminant transport. An analysis of both, the site and synthetic groundwater can be found in
Table 4.
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Table4.  Composition of site and synthetic groundwater.

Species Site Groundwater Site Groundwater Synthetic Groundwater
(mg/L) (mol/L) (mol/L)

SOy 3.1-34 5.66E-04- -
Al3* - - -
Fe3* <0.01 - -
MnZ* 0.75-35 6.19E-05 -
Mg?* <0.1-170 6.99E-03 6.99E-03
ca?t 260-1900 4.74E-02 4.74E-02
Sr2* 2.2-21 2.28E-04 -

Li* 0.2-0.5 7.20E-05 -

Na* 1980-8700 3.65E-01 3.65E-01
K* 20-120 3.07E-03 3.07E-03
HCO3" 0-400 7.05E-04 7.05E-04
COz% 0 0.00E+00 0.00E+00
SO4% 890-2000 1.87E-02 1.87E-02
Cl- 3000-16000 4.51E-01 4.39E-01
F <0.1-1.0 - -
NOg <0.1-1.0 3.23E-06 -
PO, <0.1-54 - -
Note: pH 6.9 ~7.8

Diffusion Experiments with the Cannikin Site Core Samples

Diffusion experimentswere conducted using small cores. The core (having typical dimensions
no larger than 172" x %" x%4") was cut from the full core sample using awater mill saw and the bulk
density, true density, and porosity determined as described in the previous section. Once the bulk
density, true density, and porosity of the sample were determined, the diffusion experiments were
conducted as follows.

The core wasfirst saturated in a0.1M solution of sodium bromide (NaBr) prepared using the
synthetic groundwater. The saturation process was continued until no changein mass occurred. On
average, saturation required approximately three weeks.

Prior to beginning the diffusion experiments, all but one outer surface of the sample were
sealed with Varathane, aclear floor finish, to ensure that the bromide tracer was only ableto diffuse
out through the exposed end of the core. The experimental apparatus in which the diffusion
experiments were conducted is shown in Figure 9. Each apparatus consisted of a one-liter mason
jar having atight-fitting screw-type lid. Each lid was equipped with a rubber septum for sampling
and a threaded rod to which the core sample was attached and suspended above the underlying
solution. Thethreaded rod allowed the height of the core sample to be adjusted to maintain constant
contact with the underlying reservoir of solution. When using the bromide tracer, this underlying
solution was 500 mL of NANOpure water. Each cell was aso fitted with a 6-in long, 18-gauge
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Figure9. Experimental apparatus used in the diffusion experiments with NaBr.

needle, permanently placed through the rubber septum. This allowed for the collection of 2-mL
samples of reservoir solution. The collected samples were then analyzed using an Orion 94-35
bromide selective electrode and an Orion 90-02 double junction reference electrode to determine
the relative change in Br concentrations with time. As a check, some samples were additionally
anayzed by ion chromatography (IC) to test the accuracy of the ion selective electrode.

RESULTS AND DISCUSSION

The discussion of the results is divided into three sections. The first section presents a
discussion of the results of the batch equilibrium sorption experiments for both the basalt and the
breccia. This section is further subdivided into three parts: (1) lead sorption, (2) cesium sorption,
and (3) isotherm parameter estimation. The second section presents the results of the diffusion
experiments for both sorbents, followed by a discussion of the calculated diffusion parameters.
Finally, the third section presents a comparison of the data for each sorbent where any similarities
or differences are identified and discussed.

Sorption of Pb and Cson Cannikin Basalt and Breccia

Lead Sorption
Sorption of Pb on 1.0 g/L basalt at concentrations ranging from 104 to 106 M in synthetic

groundwater (ionic strength = 0.5 M) is shown in Figure 10. Inspection of this figure shows that,
in general, thefractional uptakeisafunction of Pb concentration, decreasing with increasing metal
concentration. For example, sorption of 104 M Pb ranges from approximately 1 percent at a pH
around 4 to 95 percent at apH around 10. Sorption of 106 M Pb at these same pH valuesissomewhat
higher, approximately 18 percent at apH around 4 to 96 percent at apH around 10. One should note
that, although the fractional uptake decreases with increasing concentration (as afraction of total
metal concentration sorbed), the total metal sorbed is actually increasing. The behavior of Pb
displayed in these graphsistypical for acation sorbing on amphoteric sites, i.e., increasing sorption
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Figure 10. Sorption of Pb on 1.0 g/L basalt.

withincreasing pH. For example, inspection of Pb sorptionat 10°M Pb clearly showsthefractional
uptake of Pb increasing from approximately 10 percent at alow pH of 3 to afractional uptake of
essentially 99 percent at apH of approximately 10. This pH-dependent sorption behavior suggests
that the Pb2* sorption is limited to amphoteric sites. Internal, permanent charge, cation-exchange
sites are apparently inaccessible at a high ionic strength such as that used in this experiment.
Formation of pH-dependent surface precipitates is also possible. Consideration of the sorption of
104 M Pb reveals asharp increasein the percent Pb sorbed between pH of 6 and 7. Such an abrupt
increase in slope is a good indication that Pb surface or bulk precipitates may be forming.
Unfortunately, however, macroscopic studies alone cannot be used to distinguish between different
types of sorption mechanisms. Additional spectroscopic experimentswould berequired to identify
the mechanism as absorption, adsorption, or surface precipitation and, specifically, whether theion
isbinding asaninner- or outer-sphere complex. Thefact that Pb shows considerable sorption at such
ahighionic strength isindicativethat it is most likely forming a strong, inner-sphere complex. For
more information regarding these binding mechanisms, see Papelis (1996).

Sorption of Pb on 1.0 g/L breccia at concentrations ranging from 104 to 106 M and using
synthetic groundwater (ionic strength~0.5M) isshownin Figure 11. Inspection of thisfigure shows
asorption pattern similar to that of Pb sorption on the basalt, i.e., decreasing fractional uptakewith
increasing metal concentration. Likewise, we seethat sorption of Pb onthebrecciafollowsasimilar
pH-dependent behavior with percent Pb sorbed increasing from approximately 2 percent at pH 3 to
98 percent at pH 10 for the 10> M Pb concentration. This pH-dependent sorption behavior, again,
suggests that the internal cation-exchange sites are not accessible at the high ionic strength of the
synthetic groundwater. Thus, Pb sorption on the breccia appears to be the result of sorption on
external, pH-dependent surface sites.

For comparison purposes, aplot was made showing the differencein sorption behavior of Pb
between the basalt and the breccia. Inspection of Figure 12 shows, in general, higher sorption onthe
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brecciaat all concentrations. Thisis expected because the breccia, having approximately four times
the surface area of the basalt, would have a higher number of sorption sites availableto which ions
could bind.

To obtain an understanding of how the extent of metal sorption on each sorbent varied with
particle size, experiments were performed using Pb and a dlightly larger size fraction, i.e., 833 to
600 um. The results of these experiments, using concentrations ranging from 104 to 10 M Pb can
beseenin Figures 13 and 14 for the basalt and breccia, respectively. Inspection of these figures does
show a glight increase in sorption as particle size decreases, which is expected as the smaller size
fractions generally have alarger surface area. Because these size fractions are not very different,
however, the difference in sorption is not significantly pronounced. Information regarding how the
extent of sorption varies as afunction of particle size isimportant because, at the actual field site,
various types and scales of assemblages are present. Typically, asthe scale increases, the reactivity
of these assemblages decreases and it is thus important to keep this in mind when modeling solute
transport.

Cesium Sorption

Unlike Pb sorption, Cs sorption on the basalt was essentially nonexistent when using the
synthetic groundwater. This behavior indicates that, not only was Cs unable to compete effectively
with other cations for internal cation exchange sites, but it was unable to bind to the amphoteric
surface sites as well. Such behavior is somewhat expected because Cs is not readily hydrolyzable
asisthe Pb2* cation and is thus not prone to making strong binding complexes with pH-dependent
surfacesites. Totest thishypothesis, the sorption behavior of Cswasalso investigated using a0.01M
NaNOs3 (sodium nitrate) background electrolyte concentration. Figure 15 shows the fractional
uptake of 1x 106 M Cson 1.0 g/L of basalt and brecciain 0.01M NaNOs. It can be seen from this
figure that Cs is able to sorb and that fractional uptake is weakly influenced by pH except at
extremely low pH. At such low pH values Csisin competition with the H* ion, which is present in
concentrations 2-3 orders of magnitude higher. In general, the behavior displayed suggests that
sorption of Cs by both sorbents is primarily controlled by sorption on cation exchange sites. The
dependence of Cs sorption on ionic strength is a good indication that it is forming outer-sphere
sorption complexes, asexpectedfor analkali metal. Note, al so, the slightly higher sorption occurring
on the brecciawhich, again, results from it having the higher specific surface area.

| sother m Parameter Estimation

The fractional uptake data obtained from the batch sorption experimentswith Pb and Cswere
used to construct sorption isotherms and to determine equilibrium partitioning coefficients. The
amount of solute sorbed onto the soil can be calculated as the difference in mass of the solute in
solution before and after reaction. Asaresult of the batch equilibrium experiments, it is possibleto
plot the mass sorbed per unit mass of soil, S, asafunction of the equilibrium concentration of solute
remaining in solution, Ceq (Fetter, 1994). This graphical representation is known as a sorption
isotherm.

Several sorption isotherms have been developed and used over the years, however, the most
commonly used are the linear, Freundlich, and Langmuir isotherms (Papelis, 1997). Because only
the linear and Freundlich models were used in this study, they are discussed below. For more
information on the Langmuir model, the reader is referred to Stumm and Morgan (1996), Drever
(1997), Ruthven (1984), and Morel and Hering (1993).
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Figure 13. Comparison of sorption of 104 to 106 M Pb on larger and smaller size fractions of basalt.
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Figure 14. Comparison of sorption of 104 to 106 M Pb on larger and smaller sizesfractions of breccia.
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Figure 15. Sorption of 1 x 108 M Cson 1.0 g/L basalt and breccia.

The linear isotherm assumes that the amount of contaminant sorbed by the soil matrix is
directly proportional to theconcentration of thecompoundin solution (Travisand Etnier, 1981). The
equation describing the linear isotherm is given as:

S=KCeq (4)

where S=amount of solute sorbed (mol/kg solid), Ceq = concentration of solutein solution (mol/L),
and Kq = distribution coefficient (L/kg).

In most instances, the Kq value is the sought-after parameter and is used in various transport
codesto model the migration of hazardousionsin the subsurface environment. The numerical value
of the distribution coefficient is afunction of the properties of the solid and the composition of the
solution and thus cannot be easily transferred from one system to another. Futhermore, use of the
Kgassumesthat theisothermistruly linear and that the affinity of the sorbate for the sorbent remains
the same for all levels of Ceq. Utilization of such aparameter when the above assumptions are not
true may result in gross errors in sorption behavior predictions.

When sorption data do not exhibit alinear relationship, the Freundlich isotherm is often used
instead. The Freundlich isotherm is the oldest of the nonlinear sorption isotherms and has been
widely used to describe the sorption of solutes by soils (Travis and Etnier, 1981). The Freundlich
isotherm is given as:
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S=K¢Ceq/" (5)

where S=amount of solute sorbed (mol/kg solid), Ceq = concentration of solutein solution (mol/L),
K¢ = the Freundlich constant ((mol/kg)/((mol/L)YM), and 1/n = the measure of nonlinearity
(dimensionless).

The parameters K and 1/n represent the equivalent of K4 and the exponent of the equilibrium
concentration, respectively (1/nis1, by definition, for thelinear isotherm). The Freundlichisotherm
applies very well to solids with heterogeneous surface properties because the 1/n term takes into
account that different sites have different binding energies, with molecul es being sorbed at the sites
with higher binding energies first, and at sites with lower binding energies later.

The linear and Freundlich parameters (Kq and Ky, respectively) calculated for Pb sorption on
thebasalt and brecciasorbents are presentedin Table5. The equilibrium datapointsused to construct
the isotherms were obtained by hand fitting a best-fit curve to the fractional uptake data. Sorption
isothermsfor Pb contained aminimum of seven pointsand wereconstructed for sorption in synthetic
groundwater at pH valuesof 6, 7, 8, and 9. In all cases, K4 and Kt estimates were obtained by fitting
aleast squares line through the collected data points. The resulting Kq graphs are shown in Figures
16 and 17.

Table5.  Linear and Freundlich isotherm parameters for lead sorption.

Background Electrolyte Used pH Sorbent K K I/n
(Synthetic Groundwater or Type (m3/g) (g/g)(g/m3)i/n )
0.01M NaNOg)
Synthetic Groundwater 6.0 Basalt 2.14x104 2.60x104 0.77
Breccia 3.17x104 3.19x104 0.67
7.0 Basalt 4.92x104 5.75x104 0.92
Breccia 5.8x104 5.25x104 0.72
8.0 Basalt 1.91x103 2.28x10°3 1.06
Breccia 1.66x10°3 2.09x10°3 0.96
9.0 Basalt 1.59x1072 8.83x1072 153
Breccia 1.43x1072 3.28x102 1.32

With respect to Pb sorption, several conclusions can be drawn by inspection of Table 5. First,
the values of the isotherm parameters vary by orders of magnitude, a common phenomenon
displayed by pH-dependent sorption behavior. In general, both Ky and K; values tend to increase
with increasing pH. Thisis expected because, as discussed earlier, an increasein Pb sorption isdue
to increased sorption on the amphoteric surface sites or increasing number or size of surface
precipitates. Second, the isotherms do not exhibit true linearity as concluded by the fact that the
Freundlich exponents are not equal to 1, although the deviation from 1 is occasionally small.
Becauseof thenon-linearity of theisotherms, truedistribution coefficients cannot bedefined for this
particular background el ectrolyte concentration. Observation of the table, however, shows that the
Freundlich exponent comes quite close to 1 at pH 8. Because the measured groundwater pH was
approximately 8, the determined distribution coefficients may very well accurately describe the
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Figure 17. Linear isotherms of Pb(NO3)2 sorption on brecciaat pH values of 6,7,8, and 9.
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migration of the Pb ion in this system. Otherwise, the calculated K and 1/n parameters can be used
as an indication of the sorption capacity of the sorbent for the specific geochemical conditions at
which the equilibrium data points were cal culated.

Inspection of thetableal sorevealsatrend with respect tothe 1/nvalues, in particular, thevalues
increasewith increasing pH. This particular phenomenon indicates that Pb sorption is not occurring
inalinear fashion and, asthe deviation of the 1/n value from oneincreasesin the positive direction,
there is actually an exponential increase in the amount of Pb being sorbed. Again, this may be an
indication that Pb is forming precipitates at higher concentrations or pH values.

When comparing the K4 and K¢ values of thetwo sorbents, it can also be seen that, at thelower
pH valuesof 6 and 7, both valueswerehigher for the breccia. Thisis expected because, aspreviously
mentioned, the breccia, having approximately four times the specific surface area of the basalt, had
more surface sites available on which sorption could occur. When comparing the Ky and K¢ values
of thetwo sorbents at the higher pH valuesof 8and 9, however, we seethat thesevaluesarerelatively
close in most instances, suggesting that there was really no difference in the sorption behavior of
Pb on the two sorbents. One possible explanation for thisis because at these high pH values, nearly
100 percent sorption occurs on both sorbents resulting in partitioning coefficients that are quite
similar.

In conclusion, it appears that the Freundlich isotherm best describes Pb sorption under the
circumstances inherent to these experiments. Because the non-linearity of the isotherms is not
extremely severe, however, linear distribution coefficients could be used as a starting point for
estimating the migration of theseionsinthe subsurface environment asthese arethe parametersmost
commonly incorporated into transport models. Recognition of the limits of the applicability of this
approach (concentration range and other experimental variables, however, isnecessary beforeusing
the simpler linear isotherm, and it is once again noted that using these values beyond the
experimental conditions can result in significant errors in sorption behavior prediction.

Diffusion of Br through Cannikin Basalt and Breccia

The following section discusses the results of the diffusion experiments performed with the
Cannikin Site core samples and provides some background information regarding the underlying
theory. A brief summary of the different types of diffusion parameters and how they are estimated
ispresented first, followed by the experimental results using the Br tracer. Calcul ations of diffusion
coefficients for Pb and Cs are presented subsequently.

Diffusion Parameter Estimation

Diffusion experiments were conducted using intact pieces of the core samples and a NaBr
tracer. The purpose of these experiments was to determine the extent of retardation that was
attributable to matrix diffusion. In addition to sorption of solutes at the mineral-water interface,
diffusion of ions into the rock matrix serves as an important retardation mechanism by removing
ions from the flowing groundwater. Thus, it isimportant to take diffusion into account so that an
accurate estimation of the migration of ions can be attained.

Specifically, the objective of performing the diffusion experiments was to arrive at values
describing the diffusion of the Br ion through the core samples, including the effective and apparent
diffusion coefficients, and the tortuosity. A brief discussion on each of these parameters and how
they are determined is provided below.
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The diffusion of ions within the core sample was modeled using the analytical solution of the
general diffusion equation:

oC _ pno*C
[ ©

where C = concentration of diffusing speciesin solution (mol/L), D = diffusion coefficient (m?/s),
t = time (s), and x = distance in the direction of diffusion (m).

Theterm “diffusion coefficient” inthe aboveequationisused in agenera sense and depending
ontheexperimental conditions, it may takedifferent meaning. When describing diffusion of asolute
in bulk solution, the diffusion coefficient is referred to asthe molecular diffusion coefficient, Dyg.
The molecular diffusion coefficient used in this experiment was determined by the Nernst-Haskell
equation (Reid et al., 1977):

mol = F21/30 + 1/A°

where Dyno = molecular diffusion coefficient (m?/s), T = temperature (K), R = gas constant (8.314
Jmol-K), F = Faraday constant (96485 C/mol), A+, A." =ionic conductivity at infinite dilution for
cation and anion, respectively (m2S/mol), and n,, n. = valences of cation and anion, respectively
(dimensionless).

In porous media, diffusion cannot proceed asfast asit canin abulk solution because theions
must follow longer pathways as they travel in tortuous paths. To take this into account, an effective
diffusion coefficient, Dgff, IS used and is defined as:

D
Dy =5~ ®

where y is the tortuosity (dimensionless), or the actua length of the flow path divided by the
straight-line distance between the ends of the flow path of the diffusing species (Hershey and
Howcroft, 1998; Fetter, 1994). The tortuosity factor (which accounts for pore structure effects on
thelength of the diffusion path) incorporatesthe effectsof parameterssuch asparticlesize, porosity,
and pore size distribution and has typical values ranging from approximately 1.5 to 10 (Papelis et
al., 1995). The D¢ was determined by an anal ytical approach as described in the following section.
Becausethereisnoapriori method for tortuosity estimation, thisvaluewas estimated from Equation
8.

If while flowing through the porous medium, theions are sorbed onto the mineral surfaces or
undergo any other reaction(s), the net rate of diffusion will obviously be reduced compared to that
for nonsorbing species. Inthis case, theterm apparent diffusion coefficient, Dapp, isused to describe
the diffusion of the solutes and is defined as:

Dmol
X(l + ;%“Kd) ©)

Dgpp =
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where Dgpp = apparent diffusion coefficient (m2/s), Dmo = molecular diffusion coefficient (m?/s),
« =tortuosity (dimensionless), pp=solid bulk density (kg/m3), Kd = distribution coefficient (m3/kg),
and ¢ = porosity (dimensionless).

The apparent diffusion coefficient is afunction of the solid structure, specifically its density,
porosity, and tortuosity, and the specific sorbate-sorbent interactions. The distribution coefficient,
K4 can be estimated from batch equilibrium experiments. It should be noted here, however, that the
use of Equation 9 assumes alinear distribution coefficient, Kq and that, if such avalueisnot valid
based on batch experiments, alternate methods would need to be employed.

It should also be noted here that the diffusion model requires the use of prescribed initial and
time invariant boundary conditions (initial solute concentrations at t = 0, C,, and the final solute
concentration at equilibrium C). Likewise, the diffusion was modeled assuming diffusion of fixed
initial solute concentration out of the solid core into awell-stirred reactor of limited volume. The
solution to Equation 6 would vary depending upon whether nonreactive and reactive solutes were
being used due to sorption processes that may affect the latter. The solution for the case of a
nonreactive tracer (Br) is presented below.

Solution to the Diffusion Equation for Nonreactive Solutes

In the case of anonreactive solute, and taking into account flow through aporous medium, the
general diffusion equation becomes

dC _ p 9%C
ot Dt 2 (20)
where all parameters are as defined in Equation 6. The solution to this equation (assuming no
sorption and an independence of Dgs with concentration) is given by Crank (1975) as:

C = coerft[L] (12)

2 Dt

where erft is the error function, C=Cyatt = 0for x<a; C=0at t = 0 for x>a and ais the length
of the core. Taking the partial derivative, evaluating 0C/ox @ x = 0 and simplifying this equation
gives (Hershey and Howcroft, 1998):

_ (2Acore Coe |/ De 1/2
Cres = t (12)
res Vres \/E

where C,s = solute concentration in reservoir (mol/L), C, =initial solute concentration of saturated
core sample (mol/L), Acore = Cross-sectional area of the core (cm?), Ve = volume of the reservoir
(cmd), € = porosity (dimensionless), Dgs = effective diffusion coefficient (m?/s), and t = time ().

By plotting Cyes Vs. tY2 and estimating the slope, m, Dt can be calculated by:

Cres _ (ZAcore) Coe et (13)
t1/2 Vies \/E
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and rearranging to get:

2
_ Vies \ M7
Dt = [(ZA—core) n—Co] (14)

This solution was used to determine the Dgi’s for Br through the basalt and breccia core
samples. Once the D¢ was computed for each case, the tortuosity was then calculated using
Equation 8. By combining the D¢, and the Ky values determined from the batch equilibrium
experiments for Pb and Cs, Dapp's were calculated for the reactive solutes.

Bromide Diffusion

The results of the diffusion experiments showed two trends. First, the estimated diffusion
coefficients varied significantly for the two sorbents. Second, the extent of diffusion and the
resulting diffusion coefficient varied with time. Each of these findingsis discussed in further detail
below.

Diffusion of Br out of the basalt sample as a function of time is shown in Figure 18. As
expected, the amount of Br in the reservoir increases with time as more Br diffuses out of the core.
In the beginning, however, the steep increase in slope indicates that Br is diffusing out of the core
rather quickly. This behavior is expected as the pores in closer contact with the reservoir solution
(and hence having ashorter travel distance) rel ease the bromide within them. Asthe duration of the
experiment increases, the rate of concentration change decreases, indicating the system is
approaching equilibrium. Though Br may still indeed be diffusing out of thecore, itis not occurring
as quickly asin the beginning of the experiment because the driving force is decreasing (i.e., there
isasmaller difference in Br concentration between the core and the reservair).

The same general behavior was observed for diffusion of Br out of the brecciasamples, ascan
beseeninFigurel9. Again, we seetheincreasein Br concentrationasafunction of timeasadditional
Br diffuses out of the core. To estimate the diffusion coefficients, a plot of concentration (mg/L)
versustime "2 isrequired. From this plot, the slope of the best-fit line asdetermined from regression
analysisisthen used to determinethe Dgs; asdescribed by Equation 14. Figures 20 and 21 show these
plots for each sorbent and the corresponding equations of the best-fit lines.

Table 6 lists the resulting effective diffusion coefficients and tortuosities determined for each
sorbent type as a function of the duration of the experiment. As previously mentioned, two trends
can be seen from the data: (1) D¢js decreases and tortuosity increases with time, and (2) Dt for the
basalt are smaller than those for the breccia

Table6.  Diffusion parameters for Br tracer through basalt breccia.

Sorbent Type Duration of Experiments (days) Deff (m?2/sec) Tortuosity (-)
Basalt 40 5.56x1010 2.92
122 1.72x10°10 9.43
Breccia 42 9.23x10°10 1.76
126 3.58x1010 454
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The fact that the tortuosity increased with timeis somewhat expected and can be explained as
follows. The longer the experiment was allowed to run, the greater the distance Br would have to
travel toreachthereservoir solution, i.e., thelonger the pathswithin the core samplewould be. Thus,
Br diffusing from longer, more tortuous paths would require longer travel times to arrive at the
outset. The porosity of the sample would also play arolein that, amaterial having alarge porosity,
would be able to transmit ions in solution more easily. The fact that the breccia had the higher
porosity and lower tortuosity demonstrates this point quite well.

It can be seen from thetablethat, for each duration, the basalt had thelower effectivediffusion
coefficient between the two sorbent types. Thus, on average, it is expected that a diffusing Br ion
would take longer to travel through the basalt compared to the breccia. This is consistent with the
fact that the basalt does havethelower surface areaand thelower porosity, both of which arefactors
in transmitting ions in solution.

Diffusion Coefficients for Pb and Cs

With the data provided from the equilibrium sorption and the diffusion experiments, it is
possible to estimate an apparent diffusion coefficient for Pb through the use of Equation 9. It is
important to note here that, because each Ky value calculated for Pb is dependent upon pH, the
resulting Dapp Values will be pH-specific as well. The results of these calculations can be seenin
Table 7.

As can be seen from the table D, valuesrange from 4.72x106 m?/sto 1.13x10-13m?/sfor
thebasalt and from 1.34x10"15 m2/sto 1.62x10 13 m2/sfor the breccia, depending on pH and reaction
time used. From these data, we can conclude that Pb in solution would travel faster through the
breccia than through the basalt. This is consistent with the results of the Br experiments in which
Br appeared to have diffused through the breccia core more quickly than through the basalt core.
One might expect Pb to travel faster through the basalt as the extent of retardation due to sorption
on this material is less (as determined through the lower Ky value). Inspection of Equation 9,
however, reveals that the Dy is afunction of several factorsin addition to the linear distribution
coefficient, including the Dy, tortuosity, bulk density, and porosity. Thus, the fact that the basalt
had the higher tortuosity, bulk density, and lower porosity is consistent with the finding that the Pb
ion diffused slower through this material.
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Table 7. Estimated Dapp for Pb diffusion in basalt and breccia

Sorbent Type Duration pH Kg X D
(days) (m3/kg) (m?/s)

Basalt 40 6 0.214 2.92 1.13E-13
Porosity = 0.11 7 0.492 2.92 4.93E-14
Bulk density = 2210 kg/m3 8 1.91 2.92 1.27E-14
9 15.9 2.92 1.52E-15

122 6 0.214 9.43 3.51E-14

7 0.492 9.43 1.53E-14

8 1.91 9.43 3.93E-15

9 15.9 9.43 4.72E-16

Breccia 40 6 0.305 1.76 1.62E-13
Porosity = 0.13 7 0.573 1.76 8.60E-14
Bulk density = 2130 kg/m3 8 152 1.76 3.24E-14
9 14.3 1.76 3.45E-15

122 6 0.305 454 6.27E-14

7 0.573 454 3.34E-14

8 152 454 1.26E-14

9 14.3 454 1.34E-15

Note: Dmgl = 1.422E-09.

Because no sorption of Cs occurred when simulating field conditions (i.e. synthetic
groundwater), Csis expected to act essentially as anonreactive species and hence only an effective
diffusion coefficient can be cal culated using Equations 7 and 8. Theresults of these calculationscan
be seenin Table8. Inspection of thetable again shows Csisexpected to travel more quickly through
the brecciathan through the basalt for the same reasons as stated earlier in the discussion regarding
diffusion of Br through the samples.

Table 8. Estimated D¢+ for Cs diffusion in basalt and breccia.

Sorbent Type Duration (days) X Dol Dt
(m?/s) (m?/s)
Basalt 40 2.92 1.98E-09 6.77E-10
122 9.43 1.98E-09 2.10E-10
Breccia 42 1.87 1.98E-09 1.12E-09
122 454 1.98E-09 4.35E-10

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

During the period of nuclear weapons production and testing, the United States government
conducted a series of nuclear weapons tests at various sites throughout the United States and its
territories. These tests resulted in subsurface contamination from contaminants such as
radionuclides (eg. the cesium radionuclide, 137Cs), organic compounds, toxic metals (such aslead,
Pb), hydrocarbons, drilling mud and residues from plastics, epoxies, and drilling instrumentation
(U.S. DOE, 1996). Because of their toxicity or radioactivity, many of these contaminants are
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considered to be maor health hazards and consequently pose a threat to organisms which are
exposed to them. The fate and transport of dissolved contaminants are largely determined by the
degree of contaminant interaction with the soil matrix. Studies have shown both, sorption of these
ions at the solid-water interface, and diffusion through the porous matrix to betwo important factors
that may serve as retardation mechanisms.

The objective of this project component was to estimate the rate of migration of reactive (Pb
and Cs) and nonreactive (Br) solutes (representative of inorganic contaminants found at
underground nuclear test sites) through volcanic basalt and breccia from the Cannikin Test Site,
Amchitka Island, Alaska. This site hosted an underground nuclear test conducted in November,
1971. Batch equilibrium sorption and diffusion experiments were performed to estimate isotherm
parameters (linear and Freundlich) and diffusion (effective and apparent) coefficients.

Thetwo sorbents used in this study were basalt and breccia. An extensive characterizationwas
performed on each of these sorbents which included mineralogy (solid structure), as determined by
x-ray diffraction (XRD), soil pH measurement, mgjor and trace element anaysis by x-ray
fluorescence (XRF), solid morphology and composition as determined by scanning electron
microscopy (SEM) and energy dispersive x-ray (EDX) spectroscopy, respectively, pore size
distribution, surface area, porosity and density determination, and cation exchange capacity (CEC).

Sorption experiments were conducted in synthetic groundwater which had an ionic strength
of approximately 0.5 M. Because Cs showed no sorption at this high ionic strength, additional
experiments were conducted in 0.01 M NaNOs.

L ead displayed atypical cation sorption behavior (on amphoteric surface sites) with fractional
uptake increasing with increasing pH, despite the high ionic strength of the synthetic groundwater
solution used in these experiments. The fact that Pb was able to sorb in such a high ionic strength
solution indicates the formation of strong, inner-sphere coordination complexes on these mineral
surfaces. Sorption experiments using the high ionic strength synthetic groundwater resulted in no
appreciable Cs sorption. It isthus expected that under these conditions, Cs would be highly mobile
and exhibit no significant sorption on the solid materials. At the lower ionic strength, however, Cs
was able to sorb and demonstrated a sorption behavior that was weakly influenced by pH. Such
behavior suggests that sorption of Cs by both sorbents is primarily controlled by sorption on the
internal, permanent-charge, cation-exchange sites. The dependenceof Cs sorption onionic strength
isagood indication that it is forming outer-sphere ion pair complexes, as expected for an alkali
metal.

Based on the experimental data, linear and Freundlich isotherm parameters (K4 and Kj,
respectively) were cal culated for Pb sorption on the basalt and breccia sorbents. The resultsindicate
that equilibrium partitioning at the solid-water interface is strongly pH-dependent for Pb. As a
consequence, realistic modeling of the transport of Pb in the system would require knowledge of,
or assumptions about, the groundwater pH. No parameters were calculated for Cs because of its
inability to sorb under field conditions.

The degreeof linearity of theisotherms also varied as afunction of pH. It was determined (by
inspection of the Freundlich exponent) that the isotherm most closely resembled alinear isotherm
at a pH of approximately 8. Because the pH of the synthetic groundwater was determined to be
approximately 8, the use of linear distribution coefficients may accurately model the migration of
Pb through the system.
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The results of the diffusion experiments using a sodium bromide (NaBr) tracer showed two
particular trends. First, the estimated diffusion coefficients varied significantly for the two sorbents.
Second, the extent of diffusion and the resulting diffusion coefficient varied with time. It wasfound
that, the basalt sample generally had alower effective diffusion coefficient than the brecciawhen
comparing the values after approximately equal times of duration. Thus, it is expected that ions
traveling through the basalt would move slower than if traveling through the breccia.

Apparent diffusion coefficientswere estimated for Pb diffusion through each sorbent. Likethe
Dest Using the Br tracer, the Dapp using Pb was lower for the basalt sorbent. This is somewhat
expected as the basalt does have a smaller porosity and specific surface area, and a larger bulk
density, all of which play aroleinthediffusion of ionsthrough the material. Thus, although sorption
of Pb was stronger on the breccia, it is generally expected that the retardation of Pb by diffusion
through the porous matrix would be greater for the basalt sorbent.

Finally, effective diffusion coefficients were cal culated for Cs diffusion through each sorbent.
Although Csis areactive solute, under the conditions of this experiment it was unable to sorb due
to the high ionic strength of the synthetic groundwater. Thus, only aDgs was estimated. The results
again showed Cswould travel slower through the basalt sample as indicated by the lower Dgg.

The parameters determined in this study can be used to reduce the uncertainty in radionuclide
transport modeling by accounting for retardation of such contaminants due to sorption at the
solid-water interfaceand matrix diffusion. Inorder to obtain moreaccurate estimatesof thediffusion
coefficients, additional diffusion experimentsusing Pb and Csastracerswould alow theevaluation
of ion-specific effects. Finally, it cannot be overemphasized that the results presented here are
specifictothe conditions used and that application of thereported parametersto other systemsmight
result in significant errors.
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Figure 1. SEM image of breccia (magnification 12x).
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Figure 2. SEM/EDX image (1) of basalt.
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Figure 3. SEM/EDX image (2) of basalt.
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Figure 4. SEM/EDX image (3) of basalt.
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Figure 5. SEM/EDX image (1) of breccia.
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Figure 6. SEM/EDX image (2) of breccia.
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