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4270 
Department of Energy 

Fernald Environmental Management Project 
P.O. Box 398705 

Cincinnati, 0 h io 45239-8705 
(51 3) 738-6357 

DOE- 1581-93 

Mr. James A. Saric, Remedial Project Director 
U.S. Environmental Protection Agency 
Region V - 5HRE-8J 
77 W. Jackson Boulevard 
Chicago, I1 1  inois 60604-3590 

Mr. Graham E. Mitchell, Project Manager 
Ohio Environmental Protection Agency 
40 South Main Street 
Dayton, Ohio 45402-2086 

Dear Mr. Saric and Mr. Mitchell: 

COMPREHENSIVE ENVIRONMENTAL RESPONSE, COMPENSATION, AND L I A B I L I T Y  ACT RESOURCE 
CONSERVATION AND RECOVERY ACT BACKGROUND SOIL STUDY 

The purpose of this letter is to transmit for your review and comment the 
revised Comprehensive Environmental Response Compensation and Liability Act 
(CERCLA)/Resource Conservation and Recovery Act (RCRA) Background Soil Study 
Report. 
development of the primary documents at the Fernald Environmental Management 
Project (FEMP). This study and the results have been referenced in the Site- 
Wide Characterization Report, the Operable Unit 2 Draft Remedial Investigation 
(OU 2 RI), and the soon to be submitted Operable Unit 4 Draft Remedial 
Investigation (OU 4 RI). 
that can be referenced in support of the overall cleanup process at the FEMP. 

The report is being provided for information and to support the 

The completion of this report provides a document 

This correspondence transmits, by attachment, the revised CERCLA/RCRA 
Background Soil Report and responses to the United States Environmental 
Protection Agency (U.S. EPA) comments on the draft submittal. The U.S. EPA 
letter transmitting the conditional approval and comments on the report 
directs the Department of Energy (DOE) to utilize the arithmetic mean of the 
background data set for establishing contaminants of concern (COC) in the 
CERCLA risk assessments for the Remedial Investigation/Feasibility Study 
(RI/FS). As you are probably aware, this represents a departure from the 
approved Risk Assessment Work Plan Addendum which states the 95% Upper 
Tolerance Limit (UTL) for the background data set will be used for this 
purpose. It is the DOE position that use of the arithmetic mean in such a 
manner is inappropriate. 
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The implications of this revised U.S. EPA direction have been the subject of 
considerable discussion between the U.S. EPA and the Department of Energy, 
Fernald Field Office (DOE-FN). On the basis of these discussions, it was 
decided that the site would move toward compliance with U.S. EPA direction 
regarding use of the arithmetic mean, but would also notify U.S.  EPA o f  the 
impact of this decision on the OU 4 Draft RI Report and other reports. 
also decided that the FEMP would propose use of a screening process to 
preclude unwarranted calculations in the RI/FS risk assessment. 

It was 

This screening process will be based on the premise that many of the affected 
contaminants of concern can be demonstrated to be at concentrations near 
background levels and present an inconsequential contribution of risk. 
these constituents, only screening level risk calculations (i.e., default risk 
calculations) would be performed without more detailed fate and transport and 
risk analysis being completed. This position is supported by text within the 
approved Risk Assessment Work Plan Addendum and a U.S. EPA internal 
correspondence between Paul White, U.S. EPA statistician, and Pat Van Leeuwen, 
U.S. EPA toxicologist. Details on this screening process are currently being 
developed and will be forwarded as they become available. 

For 

Please recognize that the baseline risk assessments for the OU 4 Draft RI 
Report are substantially complete utilizing the 95% UTL. 
additional work was required to modify the risk assessment in an attempt to, 
accommodate U.S. EPA’s direction. This additional work involved primarily the 
fate and transport modeling and risk calculations for six new COC’s for OU 4. 
The parameters of issue are typically within the range of background and are 
not significant contributors to overall risk from the operable unit. 

Significant 

Required changes to fully accommodate this new direction cannot be completed 
by the April 19, 1993, submittal date of the OU 4 Draft RI Report to the U . S .  
EPA. Fernald Environmental Restoration Management Corporation will include 
discussions and/or calculations in the text of the OU 4 Draft RI Report 
showing the contribution of risks that any additional COCs provide. 

The revised CERCLA/RCRA Background Report presents the results of the 
evaluation of background concentrations of inorganics and radionuclides for 
use in the RI/FS process and RCRA closure plans. The data presented and the 
results represent the background for soil in the vicinity of the FEMP. 
Subsequent addenda to this report are curren ly being planned to enhance the 
overall useabil ity and interpretation of the analytical and statistical 
results. An addendum will be added that def nes the intended use of the 
results and provides for the appropriate and applicable use of the background 
soi 1 results. 
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If  you o r  y o u r  s t a f f  have any quest ions,  p lease c o n t a c t  Randy C.  Janke a t  
(513) 648-3123. 

S i n c e r e l y ,  

FN:R.C. Janke 

Enclosure: As S t a t e d  

cc w/  enc: 

E. He1 mer , USEPA-V , 5HSM-TUB 
G. Jablonowski , USEPA-V, AT-18J 
P. Van Leeuwen, USEPA-V, 5HSM-TUB 
J. Michaels, PRC 

cc w/o enc: 

J. J. F io re ,  EM-42, TREV 
K. A. Hayes, EM-424, TREV 
B. Barwick, USEPA-V, 5CS-TUB-3 
J. Kwasniewski , OEPA-Col umbus 
P. H a r r i  s , OEPA-Dayton 
M. P r o f f i t t ,  OEPA-Dayton 
T. Schneider, OEPA-Dayton 
L. August, GeoTrans 
AR Coord ina tor  , FERMCO 
R. L. Glenn, Parsons 
P. Clay, FERMC0/19 
D. Duboi s , F ERMC0/65-2 
J. W.  Th ies ing,  FERMC0/2 
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Table 1: Summary Statistics for Inorganic Constituents 
(all values reported in mg/kg) 

Upper 95% 
Constituent Distribution Mean' Tolerance Limit 

Aluminum 
0" - 6" Lognormal 7863 11880 
48" - 54" Lognormal 7304 14742 

Antimony 
0'' - 6" NIA 3.9 
48" - 54" NIA 3.3 

b 

b 
7.7 
6.7 

Arsenic 
0" - 6" Lognormal 5.18 8.45 
48" - 54" Lognormal 4.32 8.82 

Barium 
0" - 6" Undefined 61.95 126.09 

48" - 54" Lognormal 45.30 98.72 

c 
0.26 
0.29 

0.60 
0.63 

NIA 
Undefined 

Boron 
d 0'' - 6" 

48" - 5 4  
Undefined 
Lognormal 

9.11 
29.97 ,.. 

19.97 
42.76 

Cadmium 
0" - 6" Undefined 

NIA 
0.32 
0.23 

C 
0.64 
0.59 48" - 54" 

Calcium 
0'' - 6" 

48" - 54" 
C 

1900 
108Ooo 

4339 
335000 

Lognormal 
Undefined 

1 
. . .  



Tible 1. continued 

March 19. 1993 

Upper 95% 
Constituent Distnbution Mean' Tolerance Limit 

Chromium 
0" - 6" 

48" - 54" 

Cobalt 
0" - 6" 

48" - 54" 

Copper 
0" - 6" 

48" - 54" 

Cyanide 
0" - 6" 

48" - 54" 

Iron 
0'' - 6" 

48" - 54" 

Lead 
0" - 6" 

48" - 54" 

Magnesium 
0" - 6" 

48" - 54" 

Manganese 
0'' - 6" 

48" - 54" 

Lognormal 
Lognormal 

Lognormal 

Lognormal 

Normal 
Normal 

Undefined 
NIA 

Lognormal 
Lognormal 

Lognormal 
Lognormal 

Undefined 
Normal 

Lognormal 
Undefined 

10.43 15.50 
9.62 18.87 

9.66 
8.13 

7.33 
11.18 

0.10 
0.06 

C 

14465 
16267 

17.22 
7.34 

1646 
2395 1 

6.50 
468 

2 

15.17 

15.68 

16.43 
18.55 

0.25 
0.11 

22323 

27853 

25.57 
13.35 

2777 
51599 

1772 
940 
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Table 1. continued 

Upper 95% 
Constituent Disuibution Mean' Tolerance Limit 

Mercury 
0" - 6" 
48" - 54" 

Molybdenum 
0'' - 6" 
48" - 54" 

Nickel 
0" - 6" 

48" - 54" 

Potassium 
0'' - 6" 

48" - 54" 

Selenium 
0" - 6" 

48" - 54" 

Silicon 
0'' - 6" 

48" - 54" 

Silver 
0'' - 6" 

48" - 54" 

Sodium 
0'' - 6" 

48" - 5 4  

NtA 
NIA 

NtA 
NtA 

Lognormal 
Lognormal 

Normal 
Lognormal 

NIA 
NIA 

Normal 
Lognormal 

NIA 
NtA 

Normal, 
Undefined 

C 

0.07 
0.06 

C 

b 
1.3 
1.1 

C 

9.66 
16.58 

742 
989 

C 

b 
0.39 
0.30 

1114 
892 

b 

b 
1.3 
1.1 

34.34 

129.00 

0.30 
0.29 

2.6 
2.7 

20.87 
28.37 

1402 
2109 

0.72 
0.61 

1984 
1696 

2.6 
2.2 

56.96 
209.19 

3 
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 abl le 1. continued 
~ 

Upper 95% 
Constituent Distribution Mean' Tolerance Limit 

Thallium 
0.58 0'' - 6" NIA 0.26 

48" - 54" NIA 0.21 0.43 

C 

b 

Vanadium 
0" - 6" 

48" - 54" 

Lognormal 19.76 
Undefined 15.82 

30.37 
34.97 

Zinc 
0'' - 6" Undefined 39.99 59.61 
48" - 54" Lognormal 44.95 59.19 

a Except for cases noted in foomotcs. all normal distibutions are reponed as arithmetic means and 
lognormal and undefined distibutions an reported as geometric means. 

AU of the values in the data set were not detectable, one-half the SQL was substituted as the bcst 
representative value for the mean and tht SQL was substituted as the best repnsentative value for the UTL 

Less than or q u a l  to 1055 of mwurcd concentrations were above the SQt. the mcdian 
was substituted as the best estimate of the mean and the maximum deteaed  value was substituted 
as the rm. 
The calculated geometric standard deviatioo was greater than 2.00. This was caused by the 
combination of only 12 values out of 30 above SQL and the maximum conantration of 1140 &g. 
Summary statistic for 0-6"  without suspected outlier was used a the reprtscntative 
statistics for this data sa. 

maximum measured concentrations were used as the best representative values for the mean 
and UTL. respeaively. 

e When the calculated geometric standard deviations was greater than 200. the median and 

Source: DOE, 1993. CERcLA/RCRA Background Soil Study,'FEhP. Final. March 1993. 
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Table 2. Summary Statistics for Radiological 
(all values reported in pCi/g) 

*- 

FEMP-05-BG-2 
Marcb 19. 1993 

Constituents 

Upper 95% 
Constihen; Distribution Mean' Tolerance Limit 

Actiniumu' 
0'' - 6" 

48" - 54" 

~esium'" 
0" - 6" 

48" - 54" 

Lead'" 
0'' - 6" 

48" - 54" 

Potassiumqo 
0'' - 6" 

48" - 54" 

NIA 

NIA 

Lognormal 

N/A 

Lognormal 

Undefined 

Lognormal 

Lognormal 

~rotactinium~'~ 

0" - 6" N/A 

48" - 54" NIA 

0.0Zb 

0.02Ob 

0.341" 

NIA" 

0.904 

0.446 

16.129 

16.420 

0. 15d 

0. 12d 

0.09 

0.06 

0.71 1 

N/A 

1.330 

1.139 

19.713 

28.634 

0.3 1 

0.25 

RadiumZU 

0'' - 6" Undefined 0.798 0.983 

48" - 54" Lognormal 0.550 0.962 

Radiumu6 

0'' - 6" Lognormal 1.168 1.450 

48" - 54" Undefined 0.841 1.148 

CyEESlFERNALDfTABLAL 1 



- .. 
FEMPM-BG-2 
March 1,9, 1993 

Table 2. continued 

Upper 95% 
Constituent Distribution Mead Tolerance Limit 

Radium= 

0'' - 6" Undefined 1.053 1.275 

48" - 'j4" Lognormal 0.701 1.247 

Ruthenium'06 

0'' - 6" NIA 

48" - 54" N/A 

Strontiumw 

0'' - 6" NIA 

48" - 54" NIA 

Technetiums 

0" - 6" NIA 

48" - 54" N/A 

NIA" 

NIA" 

NIA" 

0.25b* " 

NIA' 

NIA' 

Thorium= 

0'' - 6" Normal 1.047 

48" - 54" Normal 0.739 

Thoriumm 

0'' - 6" Normal 1.385 

48" - 54" Normal 1.152 

Thoriumu2 

0" - 6" Lognormal 0.998 

48" - 54" Normal 0.731 

NIA 

NIA 

NIA 

0.56 

NIA 

N/A 

1.560 

1.475 

2.175 

2.153 

1.362 

1.458 

2 



Table 2. continued 

March 19, 1993 

Upper 95% 
Constituent DisUibution Mean' Tolerance Limit 
~~ 

Total Thorium 

0" - 6" N/A 9.073 m@g 12.382 mg/ki 

48" - 54" N/A 6.646 mg/kg 13.255 mg/kg 

e 

e e 

Uranium- 

0'' - 6" Lognormal 0.979 1.244 

48" - 54" Normal 0.674 1.061 

UraniumzsYu6 

0" - 6" Lognormal 0.066 0.148 

48" - 54" Lognormal 0.057 0.125 

Uraniumu8 

0" - 6" Lognormal 1.039 1.222 

48" - 54" Undefined 0.723 1.218 

Total Uranium 

0'' - 6" N/A 3.123 mgkg 3.706 mg/kg 

48" - 54" NIA 2.178 m a g  3.683 m g k i  

e e 

C 

a 
Except for cases noted in footnotes, all normal distributions arc reponed as arithmetic means and all lognormal and 
undefined distributions are reported as geometric means. 

When less than o r  equal to  10 percent of measured values werc above the SQL, the median was substituted as the 
best estimate of the mean and the maximum detectable value was substituted as the best estimate of Vn. 
This radionuclide is a fission product and its prcscmc in the environment is due only to atmospheric releases of 
radiation (e.g., weapons testing). This radionuclide is not naturally occurring, and is only expected to be prcscm 
at or near deteaablc activities in the surface Soil. 

All of the values in the data set are not detedable, one-half the SQL was substituted a the best representative value 
for the mean and the SQL was substituted as the bcst representative value for the UTL 

Individual activity concentrations of the three isotopes for uranium and thorium were convened to  mass 
concentrations. The threc isotope mass concentrations were added to obtain the total thorium or uranium mass 
concentration. 

C 

C 

Source: DOE, 1993. CERCLAlRCRA Background Soil Study, FEW, Final, March. 1993. 
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RESPONSES TO COMMENTS ON THE D R A n  
"CERCLADXCRA BACKGROUND SOIL m y * *  

U.S. EPA Radiation Section 

1. Commenting Organization: U.S. EPA Commentor: Gene Jablonowski 
Section #: Table 4-6 Pg. #: 4-144,4-191 Line #: Code: C 
Original Comment # 1 

Comment: For each of the seventeen radioactive analytes listed in Table 4 4 ,  Summary of 
Radiological Results by Boring and Depth; please include a column for the laboratory 
detection limit of each analyte sample. This would aid in comparing the results to the 
analytical procedures and help in understanding the data validation qualifier tliat was 
given for each sample. 

Response: Laboratory detection limits were presented in the project specific Sampling and Analysis 
Plan ( S A P ) .  The SAP was included in the December 1992 report as Appendix A. The 
detection limits were established by DOE at the outset of the program and subsequently 
used by the analytical lab to adjust counting times of the routine analytical procedure. 

It is inappropriate to include a programmatic detection limit in a separate column of the 
results table, because actual detection limits are matrix specific and vary from sample to 
sample. The analytical lab does not list detection limits for samples that have detectable 
results. Radiological values reported with a less-than symbol (and chemical values 
reported with a "U") are sample quantitation limits for individual non-detectable analyses. 
In cases where an analyte has detectable and nondetectable results, the ordered 
presentation of data by analyte in Tables 4-5 and 4-6 can act as guides to the routine 
detection limit 

Action: No action required. 

TJM0072.kdg. March 19. 1993 1 
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2. Commenting Organization: U.S. EPA Commentor. Gene Jablonowski 
Section #: Table 4-6 Pg. #: Line #: Code: 
Original Comment ## 2 

C 

Comment: Please explain why the "Data Validation Qualifier" column in Table 44 ,  Summary of 
Radiological Results by Boring and Depth, lacks specific qualification (indicated by a "-" 
in the column) of some or all of the data for cesium- 137,lead-2 10, potassium-40, radium- 
224. radium-226, radium-228, ruthenium- 106, strontium-%, technetium-99, thorium-228, 
thorium-230, thorium-232, uranium-234, uranium-235/236, and uranium-238. 

Response: A data validation qualifier is applied only if there is a reason to qualify the analytical 
result. The footnotes on page 4-61 explain the individual qualifiers for radiological results 
presented in Table 4 4 ;  however, the dash (-) was inadvertently not defined. A dash 
indicates that "the analysis meets all requirements of the indicated analytical support 
level," in this case level V. 

Action: 'The definition of the dash (-) has been added to the footnotes of Tables 4-4 and 4-6. 

3. Commenting Organization: U.S EPA Commentor: Gene Jablonowski 
Section #: Table 4-9 Pg. #: 4-217 Line #: code: c 
Original Comment # 3 

Comment: In Table 4-9, Summary Statistics for Radiological Constituents, the sample geometric 
mean is 0.044 pCi/g for uranium-238 at the 0" to 6" depth while the range of detection 
is 0.85 pCi/g to 1.33 pCi/g. Please explain how the sample geometric mean can be an 
order of magnitude lower than the low end of the range detection. 

Response: The reported geometric mean was a typographical error. See also the response to 
comment number 12. 

Action: Table 4-9 has been updated with the correct value for the geometric mean. 

4. Commenting Organization: U.S. EPA Commentor: Gene Jablonowski 
Section #: Figure 4-5 Pg. #: 4-230, 4-241 Line #: code: c 
Original Comment # 4 

Comment: For Figure 4-5, Histograms of Radionuclides, please indicate the purpose of the black bars 
for the thorium and isotope distributions. 

Response: Nondetectable sample results were presented in the figures by shading the reported 
Sample Quantitation Limit (SQL) black. Detectable sample results were portrayed with 
a cross-hatch pattern. The purpose of the black shading was stated on page 4-200 of the 
December 1992 report. 

Action: The following statement has been added to the bottom of each page of histograms that 
contain black shading: "Frequencies represented by black shading are based on Sample 
Quantitation Limits (SQLs) 
based on reported analytical 

, +  I .  

I , A  
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for non-detectable results. Cross-hatched frequencies are 
results." 
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Commentor: Gene Jablonowsh 5. Commenting Organization: U.S. EPA 
Section #: Table 6-1 Pg. #: 6-7. 6-9 Line #: Code: E 
Original Comment # 5 

Comment: For Table 6-1, Summary of Statistics, please indicate units for the mean and the upper 
95% tolerance limit; include a column indicating the type of distribution (normal, 
lognormal, or undefined) for the constituent data; and a column indcating the type of 
mean calculated (arithmetic or geometric). 

Response: Units were inadvertently left out of the column headings in the version of Table 6-1 sent 
to U.S. EPA. 

Action: Units have been noted in each column heading and means have been distinguished as 
geometric or arithmetic. 

6. Commenting Organization: U.S. EPA Commentor: Gene Jablonowski 
Section #: Table 6-2 Pg. #: 6-12 Line #: Code: E 
Original Comment # 6 

Comment: In Table 6-2, Constituents that Display Statistically Significant Variations between 
Sampling Depths, it is stated for uranium-238 that “surface mean > subsurface means.” 
On the other hand, Tables 4-9 and 6-1 states for uranium-238 that the subsurface means 
are greater than the surface mean. Please correct Table 6-2. 

Response: The geometric mean for U-238 at 0 to 6 inches in Tables 4-9 and 6-1 was incorrectly 
reported due to a typographical error. The statement in Table 6-2 - “surface mean > 
subsurface means” - is correct. 

Action: The final version of the report has the correct values for the geometric mean of U-238 at 
0 to 6 inches. See also the response to comment response number 12. 

General Comments 

7. Commenting Organization: 
Section #: 
Original Comment # 1 

Commentor: 
Pg. #: Line #: code: 

Comment: The U.S. Environmental Protection Agency (EPA) attempted to replicate a few sample 
calculations of each type used in the study; these attempts were unsuccessful. In some 
cases, the differences were more substantial. It is not known whether these problems were 
due to data transcription problems or to errors in the calculation algorithms because the 
U.S. Department of Energy (DOE) does not adequately detail the methods it used. In 
general, the approach appears to be technically sound, but the report contains obvious 
errors. Enough information should be provided to allow EPA to replicate any calculation. 
The specific comments on data gaps presented below should be addressed. 

TJM0072.kdg. March 19. 1993 3 
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Respo-me: See responses to comment response numbers 12, 13 and 15. 

Action: See actions in comment response numbers 12, 13 and 15. 

8. Commenting Organization: 
Section #: 
Original Comment # 2 

Commentor: 
Pg. #: Line #: Code: 

Comment: The radionuclide data for thorium and uranium is limited to isotopic analyses; no data is 
presented for total uranium or thorium. DOE has primarily used total uranium and 
thorium data to delineate contamination for the operable unit (Ow 2 remedial 
investigation (RI). In cases where total uranium or thorium data was not available, DOE 
estimated these values from isotopic values, assuming secular equilibrium. EPA's 
comments on the OU 2 RI report indicated that DOE should further justify this approach. 
However, EPA believes that it would be appropriate to document total uranium and 
thorium concentrations using compound-specific analytical data. If DOE cannot verify 
its methods for estimating total uranium and thorium from relative isotopic concentrations, 
DOE may have to document the cleanup for each isotope. DOE should consider this as 
a significant data gap. 

Response: When analyzing for total uranium in a sample, be it a solid or a liquid, the requestor may 
or may not simultaneously request an analysis for isotopic uranium. A total uranium 
analysis determines the mass concentration of uranium in a sample but gives no 
information as to the isotopic distribution of uranium in the sample. The isotopic uranium 
analysis provides the activity concentration for the principal isotopes of uranium and if 
requested, can also be reported as a mass concentration. 

Total uranium analyses may be used for two purposes. First, if the isotopic distribution 
is known, the less expensive total uranium analysis is useful in getting a larger dam set 
for a fixed budget. Secondly, if the distribution of isotopes of uranium is not known and 
a total uranium is requested, the total uranium can serve as a quality control check on the 
isotopic uranium analysis. 

Simply stated the isotopic uranium is the preferred analysis, especially when the isotopic 
distribution of uranium is unhown. No information can be gained from a total uranium 
analysis that cannot be known with similar or greater accuracy from an isotopic analysis. 
While isotopic uranium analyses are reported as activity Concentration by isotope, the total 
mass concentration of uranium in a sample can be calculated by multiplying the activity 
concentration of each isotope by its specific activity (Le., the activity of the isotope in a 
unit mass of that isotope). This does not give one an estimate of the mass concentration, 
it gives the mass concentration to the level of uncertainty of the analysis. This uncertainty 
is generally less for an isotopic analysis than for a total uranium analysis. 

The following equation is used to calculate the mass concentration of uranium from the 
activity concentration of the three principal isotopes of uranium present in nature and 
processed at FEW: 

.. . 
TJMOO72.kdg, March 19, 1993 
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M, is the mass concentration of uranium in the sample in units of 
micrograms of uranium per gram (pg/g) of soil. 

AU-238 is the activity concentration of U-238 in the sample by isotopic 
analysis in units of picocuries per gram (pCi/g) of soil. 

Sp&,238 is the specific activity of U-238 (0.336 picocuries per microgram 
of U-238) 

A,,,, is the activity concentration of U-235 in the sample by isotopic 
analysis in units of pCi/g of soil. 

Spb,,, is the specific activity of U-235 (2.16 pCi/pg of U-235). 

A,,, is the activity concentration of U-234 in the sample by isotopic 
analysis in units of pCi/g of soil. 

Sp&,, is the specific activity of U-234 (6.25 x lo3 pCi/pg of U-234). 

The reviewer should note that greater than 99% of the mass of uranium in a typical FEMP 
sample comes from U-238. This is also true in nature. Also noteworthy is the fact that 
even with equal activity concentrations for U-238 and U-234 (Le., secular equilibrium), 
very little mass is contributed by the U-234. This is due to the much shorter half-life of 
U-234 relative to U-238. 

The case for thorium is similar but it should be noted that the reported total thorium from 
the contract laboratory is simply a different way of reporting the result of the isotopic 
thorium analysis. That is, no total thorium analysis is performed (nor necessary), the 
isotopic anaiysis is reported both as activity concentration and mass concentration. In the 
case of thorium, the isotope Th-232 accounts for approximately 100 percent of the 
thorium mass in almost all samples. Only in the most unusual circumstances is it 
necessary to calculate the mass contribution from the other thorium isotopes present. This 
again is due to the very long half-life of Th-232 when compared to the other isotopes. 
The specific activity for 'Ih-232, 'Ih-230, and Th-228 are 0.1 1 pCi/pg, 20,200 pCi/pg and 
8.20 x lo* pCi/pg, respectively. 

Action: Provide a mass concentration for uranium and thorium in the tables for the various 
sampling depths. 

TJMOO'IZkdg, March 19. 1993 5 



Swcific Comments 

9. commenting Organization: 
Section #: 
Original Comment # 1 

4.1, Table 4- 1 
Commentor: 

Pg. #: Line #: Code: 

Comment: Discrepancies exist between the physical descriptions of sampling locations and the U.S. 
Department of Agriculture WSDA) soil classifications presented. First, the location of 
boring 1759 is described as nearly level, but its soil classification, kE2,  indica- 
moderately eroded, steeply sloping soil (USDA, 1951, Soil Survey Manual, USDA 
Handbook No. 18; Table 4-2 of the study). DOE should state whether this location was 
a relatively level portion of a generally sloping area. second the location of boring 1870 
is described as gently sloping but is classified as MsD2, indicating that the location is 
moderately eroded and very strongly sloping; the location of boring 1974 is described as 
sloping but is classified as EcE2; and the location of boring 1977 is described as gently 
sloping but is classified as W Q ,  indicating that the location is moderately eroded and 
moderately strongly sloping. These discrepancies should be addressed. Third, footnote 2 
should include definitions for slope classification D and E. 

Response: The "Description of Location" in Table 4-1 is the fieid geologists description noted during 
the field program for this project. The US Soil Conservation Senice mapping is based 
on aerial photo analyses and field mapping and is more generalized than the field 
description collected during the sampling for this program. The Soil Conservation Service 
was tasked with mapping an entire county and transcribing the information to maps at 
1;15,840 scale. The description of the field geologist is a more accurate description of 
the boring location than the Soil Conservation Service mapping. The Soil Conservation 
Service information is provided in the repon for informational purposes, but should be 
considered secondary to the field description collected during the field program. 

DOE recognizes that the footnotes were incomplete and did not adequately describe slope 
classifications D and E. 

Action: The footnotes of Table 4-1 were corrected to include definitions for slope classifications 
D and E: 

D = 15 to 25 percent slopes 
E = 25 to 35 percent slopes 

10. Commenting Organization: Commentor: 
Section #: 4.3, Paragraph 1 Pg. #: 4-14 Line #: Code: 
Original Comment ## 2 

Comment: COE states that it included the lower of each pair of duplicate assays. This would tend 
to bias the estimate low, but that is acceptable for a background study such as this. 
However, spot checks of the duplicate data in Appendix F with the main data tibles, 4-3 
and 44, showed that DOE actually used the first sample of each pair of duplicates. These 
incorrect calculations were also carried forward for all later tabulations and calculations. 
DOE should correct the data tables and calculations appropriately. 
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Response: Each duplicate pair was collected at the same time but assigned different sample numbers. 
When it came time to choose one analysis from a duplicate pair, DOE consistently chose 
the lowest sample number and not the lowest analyt~cal result. This method ensured that 
the sample set was not biased toward artificially low numbers. Note that the second 
sentence of paragraph two on page 4-14 of the December 1992 report says "In cases 
where duplicate soil samples were collected, the lowest sample (identification) number of 
a duplicate pair was chosen.." 

Action: No action required. 

1 1 .  Commenting Organization: Commentor: 
Section #: 4.3, Tables 4-3 and 4-4 Pg. #: Line #: Code: 
Original Comment # 3 

Comment: Table 4-3 includes both laboratory and data validation qualifiers, while Table 4 4  contains 
only the latter. These table should have comparable formats; it is better to have only data 
validation qualifiers in the main text with the laboratory qualifiers and to relegate other 
data validation details to an appendix. Also, the qualifier M is used in Table 4 4  but is 
not defined in foomote c. DOE should add laboratory qualifiers, if applicable, to 
Table 4 4  or delete them from Table 4-3 and to define the qualifier M. 

Response: The laboratory applies qualifiers to inorganic data but it does not apply qualifiers to 
radionuclide data; consequently, Table 4-3 has laboratory qualifiers and Table 4 4  does 
not. DOE contends that it is necessary to show all pertinent data in a format that allows 
the reader to easily review data. The laboratory qualifiers are necessary to evaluate the 
data and their presence does not detract from the readability of the texvtable. 

DOE inadvertently did not include the definition of the "M" qualifier in Table 4-4. 

Action: DOE updated the footnote to include a definition of "M:" "The matrix spike percent 
recovery is not withm the control limits of 70 to 130 percent" 

12. Commenting Organization: 
Section #: 4.4.2 
Original Comment # 4 

Commentor: 
Pg. #: 4-199 Line #: Code: 

Comment: DOE should define all symbols used in the equations and the text EPA tried to compare 
these equations with similar equations used in other methods of outlier assessment It was 
difficult to evaluate the equations because the symbols are not defined, but there appear 
to be errors in the subscripts. DOE should check these equations to ensure their accuracy 
and should define all symbols used. 

Response: DOE used "Rosner's Test for Detecting Outliers" (Gilbert, 1987, Section 15.3) to detect 
outliers. The equations used in Section 4.4.2 were correct; however, EPA may have had 
difficulty evaluating their accuracy because the symbols and limits on the summations 
were not defined. 
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" ... 

Action: The text and equations have been modified to define all symbols used in equations. 
Additionally, an appendix will be added to the repon The appendix includes a brief 
discussion and example calculation for each statistical procedure, including Rosner's test 
for outliers. A revised Table 4-7 is attached to this comment response document See 
also comment response number 13. 

13. Commenting Organization: Commentor: 
Section #: 4.4.3, Table 4-7 Pg. #: Line #: Code: 
Original Comment ## 5 

Comment: All the symbols used in the formulas should be defined. Also, the formulas should be 
verified, especially those for the geometric mean and related terms. EPA did not 
recognize the formula given for the geometric mean (especially the undefined symbol Sy), 
and the formula EPA used (antilogarithm of the sum of the logarithms of the data points 
divided by the number of points) gave results different from those in Tables 4-8 and 4-9. 
Also, the same order should be used to list formulas in Table 4-7 and corresponding 
results in Tables 4-8 and 4-9. 

Response: The equations presented in the December 1992 document were reviewed for accuracy and 
appropriateness. Based on this review, several of the equations were modified The order 
of presentation in Table 4-7 has been revised to match the order of the results in Tables 
4-8 and 4-9. A copy of the revised Table 4-7 is attached to this comment response. The 
statistical results of Tables 4-8 and 4-9 have been recalculated for cases where equations 
were modified. Copies of revised Tables 4-8 and 4-9 are attached to this comment 
response. 

The equations for geometric mean and geometric standard deviation originally presented 
in Table 4-7 were improperly labeled. The equations in the December 1992 report 
represent an esrirnare of the m e  mean and standard deviation of a lognormal distribution. 
These equations were deleted and replaced with equations for determining the true 
geometric mean and geometric standard deviation The equation for geometric mean that 
EPA defined in their comments was correct 

The equation for the upper 95 percent one sided confidence limit for normal distributions 
was modified to replace the Z statistic with the t statistic. For large sample sizes, such 
as those in this study, the 2 and t values are approximately equal. The 2 statistic was 
used in this case to maintain consistency with the use of the 2 statistic in calculations of 
the 95 percent confidence interval for normal distributions. 

The equations for the 95 percent confidence interval on the median (normal and lognormal 
distributions) were modified. The equation for the case of normal distributions was 
modified to match the original source. The equation for lognormal distributions was 
deleted, because the equation calculated an approximate result. For some cases of 
lognormal data, the equation gave an interval that did not include the median. A two- 
sided confidence interval for the me median of any continuous distribution can be 
obtained from tables if the data are not correlated. The 95% confidence intervals for 
lognormal distributions, shown in revised Tables 4-8 and 4-9 (attached), are calculated 
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from Table A-14 of Gilbert (1987). This table gives integer values corresponding to the 
observation whose value is the lower and upper limit of the confidence interval rank from 
an ordered data set. 

Some data sets have low frequencies of detection or complex/unknown dismbutions and 
did not yield logical summary statistics when the standard statistical formulas were used 
for calculations. Because the statistical formulas are inappropriate for the data sets, the 
following treatments were used. 

A) A number of data sets had no detectable values. In the case of naturally 
occurring constituents (e.g. antimony), the only available approximation 
of the true mean is one-half the arithmetic mean Sample Quantitation 
Limit (SQL), and the only available estimate of the true 95% Upper 
Tolerance Limit (95% UTL) is the arithmetic mean SQL. In the case of 
non-naturally occurring constituents (e.g. Sr-90 fiom atmospheric 
weapons testing), it is impossible to calculate a mean and 95% UTL. 

B) A number of data sets had less-than-or-equal-to 10% detectable values. 
In this case, the best approximation of the true mean is to calculate the 
median (assuming that each nondetectable result is equal to one-half its 
SQL), and the best approximation of the 95% UTL is the maximum 
detectable value. 

A number of undefined and lognormal data sets had geometric standard 
deviations greater than 2.00 and geometric means that did not fall within 
the 95% confidence interval for the mean. In these cases, the 95% UTL 
was several times higher than the maximum detected concentration. This 
occurred primarily to data sets with a large number of nondetectable 
values and/or a very wide range of detection. For such data, the median 
and the 95% confidence interval for the median is the best approximation 
of the true mean, and the maximum detectable result is the best available 
representation of the true 95% UTL. 

Action: Tables 4-7, 4-8 and 4-9 have been modifizd to reflect changes to equations and 
recalculated statistical results. To clarify the use of equations, an appendix has been 
added to the report that shows a sample calculation for each statistic. 

14. Commenting Organization: Commentor: 
Section #: 4.4.3, Figures 4-5 and 4-6 Pg. #: Line #: Code: 
Original Comment # 6 

Comment: n e s e  figures are useful, but the significance of the solid and cross-hatched bars 
(apparently nondetect and detect results, respectively) should be defined. Also, EPA spot- 
checked six histograms and found errors in two (thorium-232 and arsenic in samples from 
36 to 42 inches depth); DOE should check and correct all histograms after Tables 4-3 and 
4 4  are corrected. Finally, the inorganic data (Figure 4-6) should precede the radionuclide 
data (Figure 4-5) as done elsewhere in the study. 
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Response: see comments response number 4 for a discussion Of the shading of histog-. 

DOE concurs that several minor e m s  are present in the histograms. 

DOE agrees that inorganic data should be presented before radiological data as is done 
throughout the rest of the document. 

Action: See comment response number 4 for resolution of the definition of shading in histograms. 

DOE has reviewed the histograms and corrected any errors in the figures. 

Figure original 4-6 has been renamed Figure 4-5 and, vice-versa, original Figure 4-5 has 
been renamed Figure 4-6. 

15. Commenting Organization: Commentor: 
Section #: 4.4.4, Paragraph 2 Pg. #: 4-279, Line #: Code: 
Original Comment # 7 

Comment: DOE states that nonparametric analysis of variance (ANOVA) techques were used 
because so many data sets were not normally distributed. However, this paragraph and 
Table 4-10 describe and use the paramemc F-test. (The F-distribution is the ratio of two 
chi-square distributions, each divided by its degrees of freedom; the chi-square distribution 
is a special case of the gamma distribution.) DOE should clarify this discrepancy. 

Also, DOE should use the ANOVA calculations to evaluate the subsurface soil in 
groupings other than by depth. For instance, the data should be sorted by glaciofluvial 
deposits, till, or soil classification rather than by depth. With only 30 samples in 10 
classifications, this data sorting may not be effective for small data sets. 
However,grouping into soil associations would provide insight into the differing 
characteristics of the various soils that can then be applied to on-site investigations. 

Response: DOE recognizes that there was a discrepancy between the text and the defined equations. 

The intent of the background study was to treat the glacial overburden in bulk. 
Consequently, the work plan outlined that soil background would be investigated in t e r n  
of weathering only, i.e. analyzed by depth. 'Ihe classification of samples according to 
USCS soil type was made qualitatively by the field geologist and no quantitative grain 
size analyses were performed. Consequently, DOE cannot create quantitative groupings 
of soil types. DOE believes it is inappropriate to perform ANOVA on the two qualitative 
groupings of subsurface soil samples. The histograms of individual analytes grouped 
according to soil type provide a qualitative tool for interested readers to investigate 
possible differences in concentration that may be due to grain size/soil type. A review 
of the histograms does not identify any analytes that show dramatic visual differences in 
concentration vs soil type like the dramatic visual differences that are noted in histograms 
of concentration vs depth (e.g. lead). 

Action: , DOE has refined the ANOVA calculations presented in the original report. The final 
report 1) applies parametric ANOVA for normal distributions, 2) applies parametric 
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. ANOVA for log transformed lognormal data, and 3) uses the Kruskal-Wallis test for 
mixed distributions. Section 4.4.4 has been revised to better explain ANOVA and the 
Kruskal-Wallis test Additionally, a discussion of the applicability of ANOVA techniques 
has been included with sample calculations in an appendix. 

16. Commenting Organization: Commentor: 
Section #: 6.0, Paragraph 2 Pg. #: 6-1 Line #: Code: 
Original Comment # 8 

Comment: 'This text introduces the summary table of background results. This table will be used to 
define background values for various future reports. Therefore, DOE should define which 
of the many statistics give in Table 4-7 it is using and should justify its choice. For 
example, it should explain whch mean and upper tolerance limits are included in Table 6- 
1 and why. 

Response: The intent of the background study was to establish a set of statistics to describe the 
background nature of soils. The intent was not to establish one list of numbers that all 
workers, be they RCRA or CERCLA, would use. DOE envisions that every program on 
site will have its own needs for background - some programs may be dealing only with 
surface soils and would choose surface soil values from the background report, and other 
programs will be dealing with subsurface soils and will choose subsurface values from the 
background report. The final authoritative Tables in the report should be Tables 4-8 and 
4-9. Table 6-1 in the conclusions section is a summary table only. 

Action: No action required. 

17. Commenting Organization: 
Section #: 6.0, Paragraph 3 
Orizinal Comment # 9 

Commentor: 
Pg. #: 6-1 Line #: Code: 

Comment: Most of the significant variations between soil layers may be explained by two seemingly 
separate mechanisms: 

. The surface excess of members of the actinide decay chains is due to 
concentration from loss of carbonate. 

0 The surface deficiency of lighter metals (alkalis, alkaline earths, and 
transition metals) is due to natural leaching. 

These two mechanisms may be linked by the relative abundance of certain metals and 
their respective stable mineral phases; for example, lower concentrations of calcite, 
dolomite, and siderite could be associated with lower concentrations of calcium, 
magnesium, and iron in leached soils. DOE should provide further explanation of the 
increase abundance of radionuclides with reference to the minerals found in the soils 
discussed in this study. Also, this section's explanation of variance should appear in 
Section 4.4 or Section 5.0. 
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Response: EPA is correct in their paraphrasing of DOE: the surface excess of actinide decay chain 
members is most likely a result of concentration due to carbonate loss, and the surface 
deficiency of lighter metals is most likely a result of natural leaching. 

DOE did not perform mineralogical analyses. Detailed mineralogical analyses for soil 
profiles are not known to the DOE. The US SCS report presents data that confirms DOES 
results, i.e. carbonate loss and leaching of light metals has occurred in surface soils of 
Butler County. 

Action: Section 5 has been revised to reference the statements of the US SCS regarding carbonate 
loss in surface soils. 

18. Commenting Organization: 
Section #: 6.0, Table 6-2 
Original Comment # 10 

Commentor: 
Pg. #: Line #: Code: 

Comment: A possible explanation for the excess of uranium, thorium, and their daughters in the 
surface soil is volume reduction because of carbonate loss. To evaluate this possibility, 
DOE should consider analyzing portions of the remaining soil samples for carbonate. 

Response: DOE does not intend to analyze remainin2 soil for mineralogy. The US SCS report for 
Butler County contains data that confirms DOES conclusions for the ANOVA results. See 
comment response number 17. 

Action: No action required. See action for comment response number 17. 

19. Commenting Organization: 
Section #: Appendices 
Original Comment # 11 

Commentor: 
Pg. #: Line #: code: 

Comment: The appendices should be paginated. This would ensure that copies are complete 
(Appendix E lacks pages for the first and last brings, 1755 and 1879) and in order (the 
duplicate data in Appendix F is thoroughly scrambled). Before page numbers are added, 
the appendices should be checked for completeness to avoid errors (like the omission 
three pages of thorium data from Table 4-6). 

Response: DOE regrets that pages disordered or dropped during photocopying. 

Action: DOE has checked for completeness and applied page numbers to the appendices. 
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20. Commenting Organization: 
Section #: Appendix F 
Original Comment # 12 

Commentor: 
Pg. #: Line #: Code: 

Comment: This appendix should include the data validator’s complete discussion of the quality 
control results and their significance. Relevant parts of this discussion should be 
summarized in Section 4.4.2 of the text. 

Response: Rinsates, reagent blanks and bottle blanks were evaluated in the data validation process. 
Blind soil dupiicates were not used in the data validation process. 

Action: Section 4.4.2 has been revised to include a discussion of how quality control samples 
were used in the data validation process. 
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Table 4-7. Formulas for Summary Statistics 
slatirtic 

ShapimWilk Test (Gilbcn 1987, Equations 
I 23  and 124) 

Arithmetic Mcan (Gilbert 1987. Equation 4.3) 

Arithmetic Standard Deviation (Gilbert 1987. 
Equation 4.4) 

Geanelric Mean (Gilbcrt 1987. Equation 13.1) 

Formula 

2 

w h a c :  

n 
k = i f n i s e v e n  

n -  1 - -  - i f n i s o d d  

4 = ShapiWilkcocfficicnt 
= i'data value in the ranked data set 

q* = sqlgn of  the im data value in the ranked data set 
n = numberofdatapoints 

wbac: 
n = number of data paints 

x = yithmtic mcM 

q = data set vauc - 

n 

W k  
n = number of data paints 
x, = data set vauc 
x = arithmtic mean 
2 = arilhmtic variance 
s = arithmtic standard deviation 

- 
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Table 4-7. continued 

staristic 

Gearrctric Staodard Deviation (Gilbcn 1987. 
Equaticm 13.2) 

9S% Confidcna Interval on h e  Mean for 
Nomral Distribution (Gilbert 1987, Equation 
11.6 and 11.7) 

95% Confidcna Interval on the Arithnrtic 
Mean for Lognormal (Gilbert 1987, Equation 
13.13 and 13.14) 

~~ 

Formula 

s, = g s1 = exp (s> 

WhaC: 
o = number of data poinu 
y, = Io bansfam of the data set value = In x, 
y = arithmttic m of the h msfamed data 
s,' = arithmetic vatiancr of the IO transfomui data 
5 = arithmtic standard deviation of he In m s f d  data 
s, = geonrfic standad deviation 

- 

w h m  - 
x = arithmtic mcan 
t 
n = number of data pcints 
s = arithmtic standad deviation 
p = t l u m a n  

= student t distribution value 

. 

W h a t :  - 
y = arithmttic IMn of the In mnsformcd data 
s2,= arithmtic variance of the In tmnsformd data 
s, = arithmtic standad deviation of the In transformed data 
H = value used to cunputc one-sided confidence limit on a 

n = number of data points 
lagoarmal mcan 

exPC) =memeaD 
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statistic 

Uppcr 95% One-sided Con6dence Limit on 
the Mean for Normal Distribution (Gilbert 
1987. Equation 11.6) 

Uppx 95% One-sided Confidence Limit on 
the Arithmetic Mean for Lognarmal 
Distribution (Gilbert 1987. Equation 13.13) 

Nonparametic M d i  (Gilbert 1987. Equation 
13.15 and 13.16) 

95% Confidence Interval on the Nonparamctic 
Median for N o d  Distribution (Gilbert 1987. 
Equation 13.21 and 13.22) 

~~ 

Formula 

whae: - 
x = arithnrtic mean 
fo.ma, = student t &stxibution value 
n = number of data points 
s = rtandard dcviation 

1 . [ -  &i 
Ho.95 UCL0, = exp y + 0.5 s; + ' 

- 
y = arithmetic man of the In transfomred data 
5' = arithmetic variance of the In tmnsformd data 
5 = arithmetic standard deviation of the In tmnsfamcd data 
I&* = value used to compute one-sided confidence limit on a 

n = number of data pints 
lognamal mean 

If n is odd: 

If n is even: 

where: 
x = value of the data point at the specific positions in the data 

n = number of data points 
in ascending order 

whae: 
n = number of data points 6-e. n 2 20) I f n  < 20 see Appendij 

&,,, = 2 distribution value far the 975% wafidence limit far 
test (95% confidence limit for two-tailed t n t )  

L = rank -ponding (0 the observation whose value is the 1 

U = r a n L U N P S p d l  'ng to the observation wbosc value is the I 

mu= 

tbc confidence intaval) 

of che confidence intmal) 
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Table 4-7. continued 

March 19,1993 

Statistic I1 
95% Confidcna Interval on the Nonparametric 
Median for LognOrma Distribution (Gilben 
1987. Equation 13.4) 

Uppcr 95% Tol-sancc l i m i t  for the 9SLh +- Quantitte for Normal Distribution (Gilbert 

Upper 95% Tolerance Limit  for L o g n o d  
Distribution (Gilbert 1987, Equation 13.24) 

Analysis of variance for n d  and l o g n o d  I1 data 

Formula 

See Appendix G 

what:  - 
x = arithmtic mean 
s = arithmetic standard deviation 
K = factor for estimating upper 95 penxnt confidence l i m i t  for the me 

95th quaneile 

where: 
LJTb, = 95% confidena limit for the 95tb quantilc 
y = aritbmtic mean of the In uansfamvd data , 5 = arithmetic standard deviation of rhc In tmnsfmcd data 
&* = 2 distribution value for the 95% con6dcnce l i m i t  for one-tailed test 

- 

See Appendix G 

w h a :  
rn 
R, = sumof ranks of the j th data set 
5 = numbcr of values io the j th data set 
k = number of data sets 
K, = Kruskal-Wdis value when then arc no ties in thc ranks 

g = number of groups with tics 
t, = numbcr of ties in the j th group 

= total numba of data values ova all data sets 

K', = W 6 e d  Kruskal-Wallis value for tics in the ranks 

097 . .. 
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