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COMMENTS ON "BACKGROUND GEOCHEMICAL CHARACTERIZATION 

Mike Gansecki, EPA Region VI11 
August 1, 1991 

REPORT FOR 1989- ROCKY FLATS PLANT" 

GENERAL COMMENTS 

1 .  Organizing and interpreting the background data collected for 
the various media at Rocky Flats Plant 
difficult t a s k ;  
for their efforts. 
EPA in earlier comments were given thorough consideration. 
following are the major points worthy of notice: 

(RFP) is a complex and 
the authors of this report should be complimented 

In particular, a number of issues raised by 
The 

i 
a. Use of General Statistical Principles and Development of 
a Protocol. A very comprehensive protocol was developed to 
address a number of issues including the possibility of 
spatial variability effects on background data 
distributions. 
involved, the selection of the statistical tests and 
protocol represents a reasonable approach to developing 
basic background statistical definitions for sediments, 
soils and parent geologic material, ground water and surface 
water. 

a. Spatial Considerations- The initial effort to determine 
whether MANOVA tests could be used f o r  determining areal 
differences was particularly instructive. For a number of 
reasons, including limitations on statistical assumptions, 
it was not generally feasible to make such a distinction 
(north vs south). However, we do t h i n k  s u c h  an 
investigation had merit ,  and perhaps as better definitions 
of media distributions are obtained, 
reapplied. 

b. General Water Quality Geochemistry- the use of ion 
balance analyses, gravimetric versus calculatqd TDS and 
other water quality comparisons, and Stiff diagrams to 
compliment the discussions of basic water geochemistry is 
particularly well done. 
are reasonable for site conditions, 
of continuity between media and geologic strata. 

c .  Interpretations of Unusual Geochemistry at Surface Water 
Quality Sprinqs SW-104 and SW-80. The information provided 
in the report p r o v i d e s  substantial credence to the idea that 
the anomalous data reported from these locations can be 
correlated with the high total suspended s o l i d s  collected in 
the samples. 
report's general conclusions. 

Given the wide array of med ia  and issues 

the method can be 

The major aqueous chemistry results 
and shows a great d e a l  

Our own analyses in this review support the 



e .  Presentation of Information. A much more readable 
document was prepared for this effort than in the original 
report. The data was substantially consolidated and the 
report organized more coherently to make following the 
progress o f  analysis considerably easier. 

2. There are s t i l l  some substantial problems with some of the 
data, statistical analyses and interpretations. One reason f o r  
E P A  Region VIII's focus on this background study development is 
that we are involved in a number o f  similar activities at other 
RCRA and CERCLA sites. In particular, a number of closures of 
RCRA hazardous waste management facilities deal extensively with 
soil-based contamination and attainment of appropriate cleanup 
levels (in some c a s e s ,  background). Thus, a number of our 
comments are directed prospectively towards the use of these 
background data in REP cleanup or monitoring situations. 
Hopefully, some of our experience may be of use in the present 
setting, since many of the issues are  similar. All further 
references to the 1989 background study report are given as "the 
RFP report I' . 

It needs to be made clear that some of the statistical 
issues in particular, have not been fully worked out by EPA. 
Trial-and-error is also a part of the process of developing 
workable methods f o r  ordering and comparing data. Many of our 
comments need to be t a k e n  as suggestions that may be h e l p f u l  f o r  
the Rocky F l a t s  Plant background definitions. 

This review facuses on major statistical concerns, a5 a 
number of separate issues. These issues deal simultaneously with 
different media and sections of the report. Select  d a t a  reviews 
of the RFP report and more detailed evaluations developed over  
time are found in the Appendices. From time to time, references 
to these evaluations in the Appendices will be found in the major 
issues review. 

MAJOR ISSUES 

1. Orqanization and Presentation of Informatioh 

In order to understand and review this RFP report, it is 
necessary to be able to track the following progression: data 
acquisition, data validation and evaluation, s t a t i s t i c a l  
summaries and further evaluations such as tolerance i n t e r v a l  
development, outlier analysis, etc. It is s t i l l  somewhat 
difficult to move from the raw data t a b l e s  in Appendix A of the 
RFP report to understand how the statistical summaries in Section 
5 were compiled, and h o w  tolerance intervals and outlier analysis 
was done. A major problem is the confusing enumeration system. 
The report should have provided individual maps showing specific 
sampling l o c a t i o n s  for each media sampling group. Secondly, an 
organized keying system should have been used in the raw 
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analytical data tables; some media data were numbered (e.g. 
borehole da ta ) ,  while athers  were not (surface water quality 
data). S i n c e  north/south areal comparisons were prominently 
featured in this report, the keying system should have identified 
which groups the data belonged with. Without this information, 
pulling together v a r i o u s  grouped data to make independent 
evaluations was a major effort. 

A5 one example, the report evaluates areal differences 
between north and s o u t h  Rocky F l a t s  background for borehole s o i l  
samples and ground water monitoring well data. In Section 3 of 
the r e p o r t ,  o n l y  the narrative identifies the various groups  of 
ground water well samples. On page 3-5 of the r e p o r t ,  it is 
indicated that the g r p u n d  water monitoring wells f o r  the north 
Rocky F l a t s  alluvium were B 2 0 0 5 8 9 ,  B200689, B 2 0 0 7 8 9  and 8200889, 
and the south Rocky F l a t s  alluvium: B405586, B400189, B 4 0 0 2 8 9 ,  
B400389, and B400489. T h i s  in itself is difficult enough to 
follow in t h e  raw data tables; however, in comparing chloride 
statistical calculations f o r  these samples ( T a b l e s  5-12 and 1 3 1 ,  
it was apparent from sample sizes that more data values were in 
the statistics than just from the above wells. By checking all 
t h e  data, it appeared that data from wells 8405689 and 8405789 
were a l s o  added to the second data set. The text narrative does 
not explain why. 

Borehole locations formed only a subset of holes dug for 
ground water monitoring wells. In the t e x t ,  18 borehole 
locations are mentioned; Table 3-1 and the raw data o n l y  
contained 17 borehole locations. The enumeration system using 
only numbers is extremely confusing, particularly when other 
locations are added to samples. Surface water quality station 
and sediment numbers were also supposed to be matched by 
location; however, the numbers bear no relationship to one 
a n o t h e r .  Some alphanumeric system in the r a w  data tables and the 
report which specifically keys t h e  raw data to the various 
analytical sets which are statistically compared, would be 
immeasurably helpful. 

r 

The study is intended to define overall background 
conditions at t h e  Rocky F l a t s  plant. While present statistical 
analysis suggests that occasional north/south or geologic strata 
form distinct areal populations, it is still useful to include 
grand statistical summary tables for each a n a l y t e  of the media 
sampled. It is somewhat easier to visualize RNOVA decisions by 
comparison with grand mean and other overall statistics. 

T h e  t a b l e s  in Section 5 of the RFF report are limited in the 
statistical information they contain. For example, where data 
are considered follow a lognormal distribution, the arithmetic 
mean and standard deviation, mean and s tandard  deviation of the 
logarithms, perhaps other statistics justifying one distribution 
over another (skewness, kurtosis, results o f  one or more t e s t s )  
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should also be included. A s  w e  will discuss in a further issue, 
such information could  have identified some irregularities in 
statistical manipulations of lognormal data. An example of a 
more comprehensive statistical information is f o u n d  in the 
discussion of total aluminum in sediments, Appendix B. 

A t  this point, major efforts should concentrate on 
developing reliable basic soils, ground water and surface water 
data s e t s  f o r  future statistical analysis. Basic statistical 
information is probably more important than sophisticated 
analyses at present. A good geochemical understanding of the 
data is paramount, especially in evaluating problematic outliers 
discussed elsewhere in this review,  developing a consistent and 
workable approach to pelow detection limit data, and perhaps 
supplementing with improved sampling data. 

2 .  Groupinq Data for Statistical Comparisons 

The identification of appropriate classification "groups" 
for statistical analysis is a f a i r l y  complex matter, since a 
v a r y i n g  combination of analytes (individual compounds, analyte 
groups, total versus dissolved, etc.), spatial locations, certain 
temporal considerations, and the four principal media are 
involved. The table below suggests a number of possible 
spatial/temporal classifications for each medium (assuming all 
analytes are handled similarly): 

MEDIUM POTENTIAL CLASSIFICATIONS 

S e d i m e n t s  

Boreholes 

S u r f  ace Water 

Ground Water Wells 

by E n t i r e  RFP Site 
by Stream Drainage 
by Surface Water/Spring Stations 

by Entire RFP Site 
by Individual Boreholes (all d e p t h s )  

by Geochemical S t r a t u m  
sub: by Geographical area (N vs S )  
by Groundwater Well Assokiation 

sub: by Depth (Top 4' vs L o w e r  Depths) 

by Entire RFP Site 
by Station 

sub: by Month 
sub: by Season 

by Stream Drainage 
by Surface Stations vs Springs 

by Entire S i t e  
by Individual Well 

s u b :  by Season 
by Geochemical Stratum 
sub: by Geographical area (north/south) 
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3 .  Detection L i m i t  Issues 

sampling media. 

limits. 

However, variable detection limits in two situations need 
further consideration: a) when all values are below 



detection ( e . g . :  antimony [Sb] in the Rocky Flats alluvial 
borehole  data set); and b )  when variable detection limits 
exceed quantifiable data  ( e . g . :  lithium [Li] for north/south 
Rocky Flats alluvium and colluvium borehole samples). 

In the first case, t h e  specification of a mean and standard 
deviation based on assumed detection limit values is 
virtually meaningless. Future comparisons should be made 
with the most restrictive criteria (i.e., t h e  lowest 
detection limits). A detectable value (and especially 
r e p e a t  detections) s h o u l d  be considered significant. Hence, 
some of the highest detection limit values may need to be 
disregarded. 

In t h e  second c a s e ,  cross-comparisons of "significant 
differences" are driven almost entirely by the assumed non- 
detect data. We do not believe that these latter data show 
significant differences, o n l y  uncontrolled differences in 
detectability during the sampling/analytical process. A 
further outlier analysis should investigate why detection 
limits for lithium were in the ( 3 0  mg/kg range, while they 
were in the c 3  mg/kg range for the other three lithium data 
s e t s .  

\* 

This problem is general  to most of the media data sets. A 
consistent set of detection limits ( o r  at l e a s t  an 
acceptable upper limit) needs to be specified, if cross- 
comparisons are  to be made. We suggest as  a start that non- 
d e t e c t  data be acceptable only if they are less than 2x the 
smallest  detectable value or smallest detection limit; 
somewhat more liberal criteria might be used with 
radiochemical data,  if the error terms are used as effective 
detection limits. In this way, the assumed values of 1/2 
the detection limit will be less than the minimally observed 
quantified data. There may be more sophisticated methods 
in the statistical literature for dealing with variable non- 
detects, but for gross, initial comparisons, some acceptable 
cutoff needs to be made. 

After screening out the unacceptably high below detection 
limit (BDL) data, methods l i k e  that of Cohen used in the RFP 
study or Helsel's1,2 method of using linear regression on 

7 

1 Dennis R. Helsel, "Less Than Obvious: Statistical 
Treatment of Data Below the Detection Limit'', 
Environmental Science & Technoloqy, Vol. 24, #12, 1990, 
p p .  1766-1 774 

2 Robert J. Gilliom & Dennis R. Helsel, "Estimation of 
Distributional Parameters for Censored Trace Level 
Water Quality D a t a :  I. Estimation Techniques", Water 
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above detection limit values with "fitting" o f  non-detect 
data can be used. Appendix G of this review contains such a 
definition of lognormal data detection limit criteria for 
three sediment and borehole trace element data s e t s  using 
Helsel's approach. Certain non-detect values had to be 
discarded. A critical requirement in t h e s e  "fitting" 
techniques is t h a t  of assuming an appropriate distribution 
f o r  the d a t a  under evaluation. This is discussed further in 
the next issue. However, if such an assumption can be made, 
the fit of the entire data s e t  including B D L  v a l u e s  to the 
assumed distribution c a n  be dramatically improved. 

b. Since this is an investigatory study to d e v e l o p  
background d a t a < f o r  future comparisons, analytical methods 
should have been chosen which c o u l d  provide d e t e c t i o n  limits 
at low enough levels to characterize most a n a l y t e s  of 
interest. As Newman et. a1.3 have indicated: 

' I - .  . an ultimate gbal in analytical method 
selection and experimental design selection should 
be the generation of a data set with a l l  values in 
the region of quantitation." 

Table 1 attached to these comments contains a comparison of 
detection limits identified in this report for total trace 
element and major c a t i o n  soil values (sediments and 
b o r e h o l e s )  w i t h  detection limits believed attainable using 
standard EPA RCRA SW-846 methods. Principal SW-846 methods 
used are ICP for most metals and special atomic a b s o r p t i o n  
methods for arsenic, lead, mercury and selenium. The fifth 
column shows the expected mean concentrations of total 
metals in background soils for this region from USGS and E P A  
studies - 
Quite a wide range of detection limits i s  evidenced e v e n  
within each RFP media group. Generally, the detection 
limits are similar between sediments and boreholes. For t h e  
major cations, results for calcium, aluminum and iron are 
s a t i s f a c t o r y .  However, d e t e c t i o n  limits for magnesium, 
potassium, and sodium in soil are o f t e n  too high t o  detect 
lower Val-ues. 

Resources Research, Vol 2 2 ,  # 2 ,  February 1986, PP- 135- 
146 

3 Newman, Michael C., Dixon ,  Philip M . ,  Looney Brian B., 
& Pinder, John E. 111, "Estimating Means and Variance 
for Environmental Samples w i t h  B e l o w  Detection Limit 
Observations", Water Resources Bulletin, Vol. 2 5 ,  # 4 ,  
p .  908 
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For minor trace elements, only chromium, lead, manganese, 
and zinc have l o w  enough detection limits to provide 
quantifiable data for most or all s o i l s .  Although antimony, 
cadmium, mercury, molybdenum, silver, and thallium detection 
limits were greater than any detectable levels, these are at 
least comparable to o t h e r  efforts, so long  as detection 
limits a re  controlled. The remainder o f  trace elements have 
methods and lower detection limits which could provide more 
quantifiable data for analysis of background soils. 

By contrast, RFP study analytical methods and detection 
limits for aqueous species follow the CLP protocol closely 
and are adequate for most purposes. A separate t a b l e  for 
these comparison6 was not presented. Detection limits for 
arsenic, barium, cadmium, chromium, lead, mercury, selenium, 
and silver are below present drinking water standards. It 
is o n l y  f o r  the more commonly present cations-- magnesium, 
potassium, and sodium, that detection limits a r e  high e n o u g h  
to miss low values. These are not considered critical, but 
it does cause the d a t a  analyses to be less reliable. There 
are routine analytical methods available to reach to at 
least a 1 mg/l level for these analytes. 

4 .  Outlier Evaluations/Exploratory Data Analysis 

The RFP report indicates that "before MANOVA is invoked, the 
data are examined fo r  outliers, rejected data  are excluded and 
treated a s  missing values, and results below the detection limit 
are transformed to half the detection limit for the analyte." 
The specification of one-half the detection limit may be 
satisfactory for normal outlier evaluations, but lognormal 
distributions are sensitive to specified BDL values, since they 
can take a range from the logarithm o f  the detection limit to 
minus infinity. Even one postulated value can change the outcome 
of a distributional test, as shown for total aluminum in borehole 
data in Appendix G. 

Figure 2-1 of the R F P  report shows t h a t  an outlier test is 
run prior to deciding upon the form of the population 
distribution for a d a t a  set. Unfortunately, the form of an 
outlier test for: individual values is highly sensitive to the 
assumed distribution. So too, is the t e s t  for homogeneity of 
variances. If a data set conforms to a lognormal distribution, 
the use of ASTM E 1 7 8 - 7 5  on the raw data seems inappropriate. One 
would expect an increase in variance as the means of the d a t a  
increased. 

In conclusion, we are not sure what function the outlier 
test provides at this e a r l y  point in the statistical p r o t o c o l .  
T h e r e  a re  also more fundamental "outlier" analyses that need to 
be done for a l l  the r a w  data, w h i c h  cannot be simply identified 
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through a statistical t e s t .  Gilbert4 lists a number of data 
validation procedures, w h i c h  form an outlier analysis o f  basic 
data: 

I l l .  Routine checks made d u r i n g  t h e  processing of data .  
Examples include looking for errors  in identification 
codes -..... 
2 .  Tests for internal consistency of a da t a  s e t -  These 
i n c l u d e  plotting d a t a  f o r  v i s u a l  examination by an 
experienced analyst and testing for outliers. 

3. Comparing the current data set w i t h  historical data 
to c h e c k  for corsistency over time .... 
4 .  Tests to check for consistency with parallel data 
s e t s ,  that is, data se ts  obtained presumably from the 
same population . . . . ' I  

These approaches need further evaluation in this b a c k g r o u n d  
s t u d y .  Gilbert suggests a number of statistical tests which can 
be d o n e ,  but  it is important to at least have a sense of which 
d a t a  make sense, and which ones may not. 
number of examples drawn from the Rocky F l a t s  study which we 
consider problematic outliers based on Gilbert's criteria: 

The f o l l o w i n g  are a 

1. A dissolved Ra-226 v a l u e  of 170 + 2 4 0  pCi/l in a t o t a l  
d a t a  set of 24 values with a range otherwise from -.l + -5 
to 2 . 8  + . 5 ;  - 

2 .  The s u r f a c e  water total metals and radiochemical species 
in SW-80 and SW-104, o r d e r s  of magnitude above other surface 
water v a l u e s ;  

3. Anomalously high values f o r  most natural radiochemical 
species in Well 8405289; and 

4 .  D u p l i c a t e  analyses fox: TDS i n  ground watertinorganic 
a n a l y s e s  showing 290 and 2900 mg/l, and the entire set 
of trace element duplicates in samples # 8 2  and #83 in 
the borehole data set. 

Such an identification of potential outliers need n o t  
exclude data automatically. H o w e v e r ,  it w o u l d  be very useful to 
try to compare these data  with p a s t  studies either a t  the site or 
done under similar circumstances in the region. Conclusions may 
differ a s  well. 

4 G i l b e r t ,  Richard O., Statistical Methods for 
Environmental Pollution Monitorinq, Van Nostrand 
R e i n h o l d  Publishing Company, 1987, pp.186-7  
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The first value described above may need to be deleted from 
the data set because it appears spurious and belongs u n d e r  the 
tritium values ( s e e  discussion in Appendix F). The second set of 
data may need to be further analyzed and perhaps distinguished a s  
a typical of the springs only; the data are unique and unlike 
other more representative site data (see discussion i n  Issue 4 9  
below). In the third case,  there may be a need to distinguish 
this individual well from other classifications, since it does 
indeed appear to be naturally "hot"; the data may be valid but 
confuse o t h e r w i s e  more predictable comparisons (see Issue # 9  
discussion, Appendices D and F ) .  F u r t h e r  sampling may also be 
able to confirm tentative conclusions at this point. The final 
duplicate data sets Fhow anomalous values; the first TDS value of 
290 mg/l is comparable on geochemical terms with other 
cation/anion data; the second is not. 
values cannot possibly be independent data since they are 
identical. 

The l a s t  set of duplicate 

These are only typical examples, but are suggestive of the 
need to further refine r a w  data s e t s  prior to sophisticated 
statistical analysis. 
on general mathematical and geochemical principles are found in 
the Appendices, particularly Appendix F. 
identifies typically extreme values for more thorough 
investigation (p. 4 - 6 ) ;  this protocol needs to include approaches 
a s  suggested above and in some of the discussions which follow. 

Other examples of potential outliers based 

The RFP protocol 

5.  Selectinq Distributions 

We believe that for certain fundamental media data S e t s ,  
where t h e  form of the distribution has been reasonably well 
identified from p a s t  studies, it is more appropriate to assume a 
distribution before an outlier t e s t  is run. For trace elements 
in background soils, for example, the USGS has indicated that 
historically lognormal distributions p r o v i d e  a good fit of the 
data. For individual dissolved species within a given well, a 
normal distribution is probably a good assumption: 
Distributional studies on small data sets can prove misleading, 
since the variability of these s e t s  is great. 
as a lack of complete random sampling might affect these specific 
data s e t s ;  numerous studies involving large samples over time 
such as the USGS efforts allow a measure of confidence in such a 
choice of distributions. 

EPA  can provide o t h e r  examples of background trace element 
soils data and ground water  data set which appear to conform to 
these distributional assumptions. We are not stating here that a 
lognormal distribution is preferable to any other distribution 
such as a Weibull, which can describe skewed data. However, the 
lognormal distribution offers some features of being able t o  w o r k  

Other biases such 
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within certain well described statistics based on the normal 
distribution. 

However, for Combinations of well and other data into the 
desired classifications, the q u e s t i o n  is somewhat less c l e a r .  
The lognormal distribution will probably better characterize such 
data .  In these assumptions, we also include the radiochemical 
parameters (discussed later in this review). 

We would l i k e  to better understand how the criteria were 
used to decide upon normality versus lognormality. 
arsenic  in sediments was determined to follow a normal 
distribution. 
to be lognormally distributed in background soils, in similar 
fashion t o  o t h e r  t o t a l  trace elements. We ran a Pearson 
correlation coefficient test using a method by Devore5 comparing 
expected 2-values versus the ordered raw data and logarithms. A 
h i g h e r  correlation was observed for t h e  lognormal data, although 
not significant. Given the large number of below d e t e c t i o n  data,  
the results are  not unexpected. 
have had a preponderant influence in making the distribution 
determination. However, based on similar measured data, we would 
expect the distributions f o r  trace element soil analytes to be 
lognormal. 
correlation coefficient is greater than .4-.5 f o r  reasonably 
sized d a t a  sets; most of the trace element metals had values 
higher t h a n  this. If lognormality were assumed, a robust fit of 
the data can be obtained u s i n g  methods akin t o  Helsel's6 
regression order statistics, even with a substantial number of 
n o n - d e t e c t s .  

For example, 

Region VI11 experience has been that arsenic tends 

The non-detect data appears to 

A rough indication of anormality is if the 

From the classification groups mentioned in Issue #2 above, 
w e  feel the following distributional assumptions can be used 
unless good evidence is given to the c o n t r a r y :  

Jay L. Devore ,  Probability and Statistics for 
Enqineerinq and the Sciences, Brooks Cole Publishing 
Company, Second Edition, 1 9 8 7 ,  pp. 574-5 

Treatment of Data Below t h e  Detection Limit", op. cit., 
6 Dennis R. H e l s e l ,  "Less  than Obvious: S t a t i s t i c a l  

pp.1766-1774 
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ANALYTE SAMPLING MEDIUM 
GROUP SEDIMENTS BOREHOLES SURFACE WATER GROUNDWATER 

(Site 1 (Hole )  ( S i t e )  ( S t a t i o n )  (Site (Well (Site 

Trace Elem(Tot) Log ? Log Normal Log 
Trace Elem(Dis1 Log ? Log Normal Log Norm Log 

Normal Log N o r m  Log Inorganics - 
Radiochem( Tot 1 Lag ? Log Normal Log 
Radiochem(Tot) Log ? Log Normal Log Norm LO9 

- - 

Individual borehole data was not eva lua ted  ove r  d e p t h  in the 
present RFP effort, but, if done, c o u l d  be used to d e v e l o p  a 
sense of short-scaleispatial variation in s o i l  materials. A 
limited look at total chromium in borehole samples at the 0-4' 
versus deeper l e v e l s  is found in Appendix C. 

It should be recognized that these statistical distribution 
assumptions are o n l y  approximations. The independence assumption 
for soils and ground water data probably is potentially 
complicated by a non-random component (spatial and/or temporal); 
nearby samples are more l i k e l y  to resemble each o t h e r  than those 
farther apart in space and time. However, s u c h  a determination 
is complicated and outside the realm of practical assessment with 
limited sample s izes  and locations for most media. More 
intensive ground water well monitoring on a monthly basis c o u l d  
provide the opportunity f o r  temporal non-random considerations. 

The site background data are more or less randomly drawn 
(even with some selectivity involved in sample locations), and 
overall characterizations a r e  desired. Some discriminatory power 
is lost in not precisely identifying such a non-random component, 
but for most comparisons, the use of random statistics is 
probably acceptable. EPA has had to admit similar simplifying 
assumptions in evaluating backqroundlsite comparisons at o t h e r  
facilities. 

6. Tolerance Interval and O t h e r  Statistical Cornpkisons  

A very important consideration in defining the use of 
tolerance intervals or other statistics is how these  background 
data a r e  to be used in future comparisons with downgradient wells 
or soil-based cleanups. Individual t e s t  samples of the same t y p e  
as drawn f o r  background, mean v a l u e  comparisons of limited s e t s  
of samples, or cornposited samples from a number of separate 
samples, may be compared to t h e  background distributions. The 
kinds of statistics i n v o l v e d  will differ with the kind of 
comparison desired. 

At this point, the RFP background study offers only the use 
of tolerance intervals defined €or e i t h e r  normal or lognormal 
distributions ( a  t e s t  of proportions for data with less than 5 0 %  
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APPENDIX E. BOREHOLE SAMPLES- TOTAL METALS RF & CO 

Table 5-60 and 67 Statistics for Total M e t a l  Concentrations in 
Rocky F l a t s  Alluvial and Colluvial Borehole Samples 

1. The tables indicate that all mean and standard deviation 
values are "untransformed" logarithmic values. It is unclear 
what t h i s  means. The tables indicate that all values are given 
as  logarithmic statistics. In this case, the untransformed mean 
for aluminum [ A l l  should be around 9.0 to 10. The untransformed 
standard deviation would be somewhere around -1-3. If t h e  
antilog of the log-normal v a l u e s  are given, t h e n  the means are 
geometric means. This looks to be the case for aluminum, 
arsenic, barium, etc4 However, the corresponding geometric 
standard deviations would  always be greater than 1 . 0  and probably  
in the 1-3.0 range. .The barium value in Table 5-60 is 4.6256, 
which is enormous f o r  the range of  data shown. Standard 
deviations f o r  aluminum, iron [Fe], magnesium [Mg), manganese 
{Mn], and sodium [Na] look more like normal statistics. This 
statistical presentation does not make sense. 

2 .  S t a t i s t i c a l  values are given f o r  antimony [Sb], where t h e  
largest value is a non-detec t .  This so compromises the data, 
which o n l y  shows a 6 . 7 %  d e t e c t i o n  r a t e  anyway, that the data seem 
useless.  The detection limits are too high and variable f o r  
extracting useful information. A comparable situation exists f o r  
cadmium [Cd], cesium [Cs), selenium [Se], and probably sodium 
[Na] and cobalt [Co]. No statistics will work well with these 
data, other than to s t a t e  detection limits. 

Tables 5-61, 62, 68, and 69.  Statistics for Total Metal 
Concentrations in Rocky F l a t s  Alluvial/Colluvial North and South 
Sectors 

1.  These are comparable t a b l e s ,  since they are distinguished by 
common areal sectors. Many of the same problems with the 
presentations of logarithmic statistics, described above for 
Tables 5-60 and 67 are alss found here. Calcium [Ca]  standard 
deviations are not untransformed lognormal data, nor are they 
transformed. It is not clear if the value of 560;02 given in 
Table 5-68, f o r  example, is even an arithmetic standard 
deviation. Chromium [Cr] standard deviation is l e s s  than one, 
which l o o k s  like an untransformed lognormal standard deviation. 
The standard deviation f o r  strontium [Sr], however, l o o k s  like a 
transformed value. 

2. T h e  lithium [Li] values in Table 5-61 a r e  anomalous compared 
to the other three tables. In this da ta  s e t ,  only 5 . 6 %  of the 
values were above detection, while the other three data s e t s  
ranged between 8 1 - 1 0 0 % .  The mean value for lithium in the first 
table is significantly greater than the other t h r e e .  Something 
l o o k s  amiss here. Other metals like chromium, lead, zinc and 
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copper, were much more consistent i n  their rates of detection. A 
similar situation exists for the metals molybdenum [Mol and 
strontium [sr], with occasional drastically different rates of 
d e t e c t i o n .  

3 .  Whatever the mean values are (arithmetic, geometric, etc.), 
one can see a great deal o f  commonality between north and south 
sectors for both the Rocky F l a t s  alluvial and colluvial borehole 
data. While there may be minor s t a t i s t i c a l  differences, va l ue s  
f o r  calcium, chromium, copper, lead, nickel, vanadium, and zinc. 
All of these mean metal values generally agree within a range of 
2x [calcium may be an exception because of calcite 
precipitation/dissolution]. T h e  most significant determinant of 
whether there w i l l  b e < l a s g e r  mean trace element differences 5eems 
to be the rate of detection; low rates of detection suggest h i g h  
variability between comparisons. This a l s o  suggest that there is 
a very major problem in deciding how to use less than detection 
limit data. Even w i t h  these limitations, one can see that most 
of the borehole d a t a  conforms to typical background 
concentrations. 

Table 3 to t h e  main E P A  comments contains a summary of average 
v a l u e s  (arithmetic and geometric means from various Rocky Flats 
and other regional soil backgrounds. Comparing the data in the 
first column (Rocky  F l a t s  Borehole ALL) with other sites (the 
Denver-Arapahoe Chemical Waste Processing Facility subsurface 
clays and USGS information f o r  Longmont, C O ) ,  it can be seen t h a t  
most of the more commonly measured trace elements-- arsenic, 
barium, cadmium, chromium, cobalt, copper, lead, manganese, 
mercury, nickel, selenium, vanadium, and zinc-- are all within 
two to t h r e e  times of each o t h e r  w i t h i n  t h e  same order o f  
magnitude. Not surprisingly, it i s  the major cations-- calcium, 
i r o n ,  magnesium and sodium-- w h i c h  s h o w  the greatest variability. 
The column labeled TSS surface w i l l  be explained further on in 
t h i s  review, but i s  still within similar ranges for most metals. 

This t a b l e  a l s o  contains a comparison of a subset o f  the 
borehole data w i t h  t h e  full set. 0 - 3 '  interval data were 
calculated independently and compared w i t h  the full s e t .  T h e  
present statistics in the first column suffer from'the problems 
discussed above, regarding the confusion of  the statistics. Even 
with t h e s e  problems, it can be 5een that among the commonly 
measured trace elements, very similar p a t t e r n s  hold. There i s  
relatively little difference, except for the major cations. 
A r s e n i c ,  chromium, and vanadium s h o w  great enough arithmetic 
differences that there may be distinctive values with depth. 
Chromium is analyzed separately in Appendix C. 

O n l y  beryllium is present at Rocky Flats in somewhat higher 
concentrations t h a n  typical backgrounds (approximately 3-5 mg/kg 
in borehole data versus .74 to 1 . 4  for other regional sites). 
The values are still w i t h i n  seasonable  ranges, considering that 
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Longmont also shows somewhat h i g h e r  va lues  f o r  a wide area  of 
study. 

V 
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APPENDIX F. RADIOCHEMICAL ANALYSES 

This discussion covers a number of topics, some of which 
will use results from above. Ground water wells a r e  at the heart 
of RCRA hazardous waste monitoring. Because RCRA rules have 
generally presumed a comparison of single point-in-time and space 
data points against background, t h e  issues concerning the 
appropriate tolerance intervals are relevant here. 

Questions about t h e  appropriate level of statistical 
development and the use of normal versus lognormal statistics are 
also considered. 

1. Use of Tolerance Intervals 

Once a set of background wells have been identified for the 
appropriate comparisons, downgradient well data will be compared 
against these background. 
depends on a number of factors, including how the regulations 
themselves are interpreted. 

T h e  form o f  t h e  s t a t i s t i c a l  test 

Historically, EPA 40 CFR 264 S u b p a r t  F regulations have 
specified single well data comparisons against background. 
Perhaps realizing the weakness of s u c h  an approach, EPA's recent 
modification of the statistical a p p r o a c h e s  to this section, 
allows for some variation in approach. The alternatives 
suggested generally make use of a s e t  of samples collected at 
given individual monitoring wells, and aggregated for comparison 
against background through t h e  use of techniques such a5 ANOVA. 

Such comparisons a r e  possible, b u t  a l s o  run into some 
practical difficulties. 
v a r i a b l e ,  which most naturally occurring species are, samples 
taken together close in time ( d a y s  to a month), are more l i k e l y  
to resemble one another, than represent the full annual 
variation. 
necessary to factor out seasonal effects in the data. 
presumes that t h e  data are reasonably orderq. Such may not be 
the case with radionuclides, which vary over' a number of orders 
of magnitude in background at the site. 
p r e p a r e d  to accept the eventuality t h a t  s i n g l e  point-in-time 
comparisons may be necessary, because of the data complexity. 

lognormally distributed appear to have problems in their 
development. 
characterized dissolved ground water radionuclides as normally 
distributed over the site, we believe t h a t  such an a p p r o a c h  is 
inadequate. 
t h e  need to avoid transformation of negative numbers (page 2-12). 
It does not appear that the actual s h a p e s  of the distribution for 
these radionuclides was taken into account. We believe that 

If ground water data are temporally 

We agree that multi-year data collection w i l l  be 
This 

Rocky Flats ' should be 

As mentioned earlier, data in the RFP report which are 

While the background report has presently 

The chief reason for positing normality seems to be 
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lognormal statistics suitably applied will provide a much better 
charactarization of the occurrence of these radiochemical 
species. 

2 .  Level of Statistical Development- Radionuclides 

At present, the background report provides detailed 
statistical calculations in Tables 5-14, 19, 24, 29, 33, 3 8 ,  and 
48, for the various geochemical u n i t s - -  Rocky F l a t s  alluvium, 
colluvium, valley fill, weathered claystone, weathered sandstone, 
unweathered sandstone, and a "lowermost aquifer flow" system. We 
never did find the rationale for the latter b r e a k o u t ,  but the 
data were not used any further. An explanaticn of this 
distinction would be helpful. 

A quick look a t  these tables suggests that an a priori 
decision was made to define these data as  normal for statistical 
purposes. Yet the coefficients of variation a l o n e ,  for species 
known to have above detection values (gross alpha, U - 2 3 8 )  suggest 
that there is ccnsiderable skewness to many of these 
radionuclides. 
normal statistics. We emphasize that it is for ground water 
monitoring wells above all, that tolerance intervals may be most 
appropriate. Unfortunately, the f o r m  of the distribution is 
critical in defining the appropriate tolerance l e v e l s .  

Ne doubt that these data are well d e s c r i b e d  by 

Using the normality-test described in Devore (pp. 574-5) on 
data for the following four radiochemical species: gross alpha, 
U - 2 3 8 ,  Pu-239, and R a - 2 2 6 ,  the table below shows the results. 
The comparison includes the raw data versus normal expected Z-  
scores, and the logarithms of the data: 

CORRELATION TEST FOR NORMALITY ON RADIOCHEMICAL SPECIES 

LOCATION ANALYTE 
GROSS ALPHA U - 2 3 8  Pu-239 Ra-226  

N Norm Log N Norm Log N Norm Loq N Norm Log 

RF Alluv 28 .883 . 9 6 3 *  2 8  .927 - 9 2 9  2 i  -715 . 7 4 6  - - - 
Valley F 19 .916 .968* 19 .929 . 9 7 2 *  18 - 7 4 5  , 8 2 7  - - - 
U n w  Clay 13 .935* .970* 15 .974*  .975* 11 .737 -783  - - - 
U n w  SS 19 .a33 . a 8 0  2 0  .6oi .NO+  1 9  -887 . a 9 9  - .- I 

Weat SS 8 .968*  i968* 8 .939*  .915* 8 . 8 8 6  .892**  - - - 

- . 7 5 0  .964*  9 .810  . 9 6 4 *  7 . 6 51  .651  - -  Colluv. 9 

Totals 96 . e16  .903 99 .472 .975**90 .745 . 8 3 2  23 -74 - 8 3  
22 . 9 8 * . 9 8  

* Significant at 95% l e v e l  ( f i t s  distribution) 
**Significant at 99% level ( f i t s  distribution) 

In general, the overall superiority of using a lognormal 
distribution can be 5een from this t a b l e .  Logarithms were generatel 

4 1  



by adding a fixed value to t h e  r a w  data to ensure that the minimum 
value of each data set was slightly above t e r a .  This method is 
described in Gilbert, 1987, as a three-parameter lognormal 
distribution. While there can be some interpretation problems with 
this method, the greater accuracy o f  the lognormal distribution for 
radiochemical- data seems obvious. 

This table affords a number of other observations. T h e  overal 
best  data fits occur with gross alpha and U - 2 3 8 ,  t w o  radiochemical 
parameters which have considerable positive values in a natural 
background environment, and particularly in the uranium rich 
sediments off the Front Range g r a n i t e s .  In particular, the 
lognormal distribution almost a c c u r a t e l y  describes the entire data  
set for Rocky F l a t s  background. By contrast, the occurrence of 
plutonium is not n e a r l y  as well described. As will be seen ,  there i 
ample reason for this, since plutonium does not occur naturally in 
the environment. 

Finally, the distribution of Ra-226 i s  not  evaluated f a r  
individual geochemical strata, since not enough data were available 
Evaluation of a l l  the Rocky Flats data, however, shows that the 
accuracy of the distribution is very strongly affected by a single 
value. Without that value, either a normal or lognormal 
distribution well describes the present d a t a .  

One p o i n t  further needs to be made regarding both Ra-226 and 
R a - 2 2 8 .  In the raw data, it became clear t h a t  radium data were on1 
a fraction of the total number of samples taken for o t h e r  
radiochemical paramete rs .  By cross comparison with o t h e r  data, it 
is a p p a r e n t  that the radium analytes were measured o n l y  w i t h  the 
highest gross alpha or uranium occurrences. This introduces a 
systematic upward bias into the sample. It should be q u i t e  clear 
that any description provided by these radium data are n o t  typical 
for the e n t i r e  site and should not be used as background parameters 
independently- The r e p o r t  should identify which criteria were used 
to determine when the radium analytes were measured. 

The report did  not provide details on hQw it was decided that 
radiochemical data were significantly differ6nt enough to break out 
into separate geochemical statistics. While we can agree that it 
makes some sense  to p r o v i d e  data for these distinguishable 
geochemical units, it is u n c l e a r  whether the differences a r e  always 
significant. 

In addition to the geochemical units, there are tvo other 
logical groupings of ground water data: individual wells and data 
aggregated over the entire s i t e .  We provided an independent 
analysis of the basis f o r  these decisions for a number of 
parameters. The four parameters used above were carried through fo 
the rclrnainder of the analysis. 
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3 .  Analysis of Outliers in Radiochemical parameters 

Given that there is some basis for preferring lognormal 
statistical descriptions for radiochemical parameters versus 
normality, t h e  first step was a direct inspection of the raw data 
for the ground water wells (lower aquifer data excepted). An e a r l y  
inspection of the data concentrated on two types of anomalous data:  
v e r y  high isolated values, and systematically high values across a 
number of parameters which might be related. 

certainly ones which need much further screening. Since these data 
have not yet been fully screened for quality control, t h e s e  early 
identifications m a y  prove helpful. Looking at data w i t h i n  wells 
might suggest anomalies of a given well itself, i r r e s p e c t i v e  of it5 
probable geochemical location. For this analysis, only t h e  four 
parameters--gross alpha, U - 2 3 8 ,  Pu-239, and R a - 2 2 6 - -  are evaluated. 
However, some of these results might be extrapolated to the 
remainder of the data set: 

This kind of screening can p o i n t  out obvious outliers, or 

* Ra-226, Well B200689, 7 / 2 7 / 8 9 :  A value of 170 2 240 pCl/l is 
given. This value is at l e a s t  70 times higher than the next 
highest value, and about 425 times the geometric mean value. 
T h e  value is not matched by any unusual values in other 
parameters. 
alpha value was -1 and the U-238 value 0. This looks to be an 
obvious mistake. We will guess that this value actually 
belongs in the Tritium column and was mistakenly moved. The - f 
240 error term also looks consistent w i t h  tritium analyses. W 
did not use this value in any further calculations. 

* Gross alnha, U-238 and Ra-226, Well B205589, 7/21/89 and 
10/25/89 : All these v a l u e s  for both dates look very high in 
comparison to other well data. Plutonium, which is not 
expected to occur naturally, is not elevated. We believe that 
these are potentially real OccurrenceS of very high values. 
However, they appear to be confined t o  a single well in the 
colluvial material. This poses some problems for statistical 
analyses, since it is only one well ofh41, yet obviously will 
have inordinate influence in mathematical terms. 

Such  an occurrence in the well m i g h t  be a hydrochemical 
depositional pocket of uraniferous materials, known to occur i. 
t h e  eastern Rockies. A s  such, it might be considered 
representative of the background. However, from a statistical 
standpoint, it might be more tractable to keep t h i s  well 
independent from the o t h e r  data, and compare potentially 
comparable downgradient w e l l  data on an indivldual basis, if a 
similar regime is suspected. 
for these four parameters, t h e s e  outliers are included and 
identified. 

It also is supposed to have occurred when the 

7 

In further evaluations of data 
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No other individual wells or data seemed obvious. W i t h i n  the , 
priori geochemical groups, wells w i t h i n  each groups seemed 
reasonably consistent. For example, U-238 values in the valley fil 
group consistently averaged in the 1 - 3  pCi/l range, while Rocky 
Flats alluvial wells were generally below 1 . 0 .  This kind o f  
c o n s i s t e n c y  makes more p l a u s i b l e  a radiochemical characterization o 
these geochemical strata. I n c i d e n t a l l y ,  colluvial data  f o r  
naturally occurring species were q u i t e  high in two other wells, so 
t h e  incidence of very  h i g h  levels i n  well B205589 may be consistent 

For descriptions o f  radiochemical analytes w i t h i n  e a c h  well, w 
believe t h a t  normal s t a t i s t i c s  apply unless shown otherwise. A t  
present,  there are t o o  few data to make such a decision. B u t  we 
believe that t h e y  w i l l  behave in very similar fashion t o  o t h e r  
d i s s o l v e d  trace element analytes.  The d a t a  qroupinqs however ,  
appear to be better characterized by lognormal statistics. 

groups on both t h e  raw data and the logarithms of the data. 
data from t h e s e  e v a l u a t i o n s  is found i n  the t a b l e  below: 

ANOVAs were run on raw data  for the six  definable geochemical 
Summar, 

ANOVA EVALUTIONS FOR RADIOCHEMICAL SPECIES/GEOCHEMICAL GROUPINGS 

RADIOCHEMICAL OVERALL GEOCHEMICAL GROUPS 
ANALYTE SIGNIFICANCE DISTINGUISHABLE MEANS 

N F P ? 

Gross A l p h a *  
Raw Data  9 4  3 . 8 5  . 0 0 3  SI RF(2.2)+VF(3.1) vs CO(10.4) 

RF(2.2) vs WC(8.9) 

RF v s  CO+WC+US 
VF vs WC 

Log Data 94 4.95 . o o o  SI 

U-238* 
Raw Data 97 7 . 2 3  - 0 0 0  SI RF(.26) vs C0(4.3)+WC(2.0) 

VF(1.5) v s  CO ' 

wc(2.0) vs co 
US(1.0) v s  co 
ws(.35) vs co 

Log Data 97 10.34 . o o o  SI RF v s  CO+VF+WC 
US vs CO+VF+WC 
WS vs CO+VF+WC 

P U - 2 3 9  
Raw Data  91 . S 5  .739 Not Significant 
Log Data 91 1 - 0 7  - 3 8 4  Not Significant 

Ra-226 (Not compared because o f  sample size) 
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In general ,  the naturally present species Gross Alpha and U- 
238 do show some separation by geochemical unit. However, the 
separation is not completely distinguishable. The colluvial 
material shows the highest values for both Gross Alpha and U - 2 3 8 .  
These calculations d i d  not include the t w o  highest values,  w h i c h  
would increase the separation from the other means but would not 
change the overall relationships. Logarithmic data tended to show 
greater separation and some slightly different relationships. Thus 
there is some basis f o r  geochemical separation, but not consistent11 
for all parameters. 

Plutonium did not show a significant difference of means among 
the different geochemical strata. This is excellent confirmation 
that there should not be any significant differences f o r  a non- 
naturally occurring chemical. Not enough radium-226 data were 
available for comparison. As mentioned earlier, radium samples are 
a l s o  not representative of site conditions, because of selectivity 
in sampling. 

Use of Neqative and Non-Significant Data  

The radium-226 data set f o r  ground water is an interesting' 
example of some of the problems involved with simply using the firs. 
number of an X + Y value, irrespective of its relationship to zero. 
In essence, the-present method of computing s t a t i s t i c s  totally 
ignores the second value. Presumably, the error term has been 
calculated for a reason. 

The following are the 2 4  data for d i s s o l v e d  R a - 2 2 6  in ground 
water wells: 

R A - 2 2 6  DATA FOR GROUND WATER MONITORING WELLS 

WELL NO DATE VALUE WELL NO DATE VALUE 

B200689 
B201189 
8 2 0 0 8 8 9  
B203289 
B204189 
B302989 
B 3 0 2 8 8 9  
B305389 
B 4 0 2 1 8 9  
8 4 0 5 4 8 9  
B4 0 0  38 9 
B 4 0 5 8 8 9  

6/7/89 
7/21 /89 
6/5/89 
6/20/89 

7/19/89 
4/27/89 
5/31/89 
8 / 2 4 / 8 9  
8 / 2 5 / 8 9  
6 /  16/89 
8 / 2 3 / 8 9  

8 / 2 5 / 8 9  

. I  f .5 B200689 

.5  T . 3  8201 189 

. 5  7" . 5  B 2 0 1 2 8 9  

. s  T - 7  B203489 

. 2  T - 3  B205589 

. 3  - 5 . 3  B302989 
-.l + .2 B304989 

.6 7 .3 B3 0 5 3 8 9  
- 3  T .3 8402189 
- 4  T . 2  B405489 
- 4  t .5 B405586 
. 4  - T .2 8405589 

7/27/89 
5/5/89 
7/25/89 
9/2. '1/89 
7 / 2 1  / 8 9  
4 / 2 7 / 8 9  
8/23/89 
8/23/89 
6/5/89 
6/21 189 
6/8/89 
1 O/ 1 8 / 8 9  

170 f 2 4 0 *  
.4  7 - . 2  
- 8  f " 4  

2 . 8  + . 5  
.29-2 . 0 9 *  

v . 2  +---2 - 
. 6  + - 2  
- 7  T .5  
- 4  T L O *  
- 4  T - 5  
.02y + 2S*  
. 4  -I- . 2  

- 
- 

Values shown in bold a r e  two samples from the same well. The 
four values with asterisks following c r e a t e  some problems of 
interpretation and need close inspection under quality control and 
quality assurance of the data. Some explanation is in order why th 
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error terms o f  t h e s e  four v a l u e s  vary so significantly from the 
other data .  T h e  v a l u e  170 2 240 simply l o o k s  like a m i s t a k e ;  it 
bears no relationship to t h e  o t h e r  data, and more importantly, to 
the first sample f r o m  t h e  same w e l l  taken on 6/7/89. 

In the background report, t h e  1 7 0  pCi/l v a l u e  is u s e d  alone as 
t h e  maximum value i n  t h e  data  set f o r  Rocky Flats alluvial ground 
water. T h i s  results i n  a bizarre "average" of 28/5 pCi/l, w i t h  a 
standard d e v i a t i o n  o f  6 9 . 2  pCi/l. Yet t h e  median value o f  t h e  data  
set is about . 4  pCi/l, with the n e x t  highest va lue  o n l y  .5. Instea  
of the Rocky F l a t s  a l l uv i um being relatively low in R a - 2 2 6 ,  the dat 
s h o w s  a relatively " h o t "  s i t u a t i o n .  Even i f  t h e  1 7 0  4 2 4 0  value - w e r e  a radium m e a s u r e m e n t ,  t h e  result should be i n t e r p r e t e d  t o  mean 
t h a t  the va lue  c a n n o t  be distinguished from zero f o r  the specific 
background count. O n e  c o u l d  more readily read this v a l u e  as  a zero 

c o u n t s  vary by a factor of 50 for the dissolved well medium? 
Looking a t  o t h e r  radiochemical data fails to show any  elevated 
levels of o t h e r  analytes. Could this error term actually be . 2 5 ?  

T h e  va lue  of .025 5 2 5  a l s o  n e e d s  checking. Why should the 

On general  analytical principles, similar measurements w i t h  th 
same e q u i p m e n t  on s imilar  samples s h o u l d  achieve similar r e s u l t s .  

7 
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APPENDIX G .  
USE O F  SELECT METHODS IN TRANSFORMING BACKGROUND SOILS DP.TA 

In developing statistics for background study data, it is 
necessary to define the distributional properties of the data. 
In this analysis, soils data from background sediments and 
boreholes f r o m  the Rocky F l a t s  Plant in Colorado were used. 

The effort here is intended to improve the use of lognormal 
s t a t i s t i c s ,  where they are felt to be appropr ia te .  Others such 
a s  the U.S. Geological Survey1 routinely use lognormal statistics 
in defining trace element distributions in soils. 

A recurrent problem i n  organizing and collating data occurs 
with data belaw detection limits. Since t r a c e  elements a r e  
considered here, significant numbers of the data are below 
d e t e c t i o n .  In most c a s e s ,  the d e t e c t i o n  limits a r e  themselves 
variable, although it is assumed that the same sampling and 
analytical procedures are used. The prcalem affects how 
statistics are developed for given databases. For the present 
study, an initial assumption o f  1 / 2  the detection limit was used 
for calculation purposes. Limitations to this procedure will be 
discussed. 

Background statistics are being developed at the Rocky F l a t s  
plant for making future comparisons with o t h e r  situations, such 
as site monitoring and cleanups. The type of s t a t i s t i c s  
generated should reflect the k i n d s  of testing desired. In 
hazardous waste cleanups and routine monitoring, comparison of 
individual sample data and grouped mean data to background is 
desirable. The manner in which the data are  collected, however, 
can affect the type of statistics as well. In ca se s ,  where 
insufficient or unquantifiable d a t a  are a l l  that is available, 
the kinds of statistical testing a r e  accordingly restricted. 

The approach here looks at three selected trace elements 
from two RFP soil databases-- total aluminum, arsenic, and 
vanadium. They were selected f rom a suite of 28 measured t r a c e  
elements to represent varying detection limi$ conditions. 
Sediment data for total aluminum were a l l  3bbve detection limits 
(ADL); about 1/2 of the vanadium values were ADL;  arsenic had 
o n l y  21% ADL. The distributional properties of the’three 
elements were evaluated for both t h e  available background 
sediment data (17-19 samples) and soil coring boreholes (117- 
122) .  Summary statistics for both arithmetic and geometric 

1 Background Geochemistry of Some Rocks, Soil.;, P L a n t s ,  
and Vegetables in the Conterminous United S t a t e s ,  US. 
Geological Survey Professional Paper 574-F ,  1975, 
p.Fl2f f 



properties were calculated. Distributional testing for normality 
a n d  lognormality was performed; the lognormal  data were t e s t e d  
utilizing both the l / 2  detection l i m i t  values for below detection 
data, and a second method for deriving synthetic below.detection 
limit values f r o m  linear regression described by Helse12.  The 
extrapolated statistics were used to compare estimated extreme 
values with observed data. 

APPROACH 

Trace element data were obtained from the Rocky F l a t s  
background study3 for t h e  two soil areas-- surface stream and 
spring sediments and coring b o r e h o l e s .  Here ,  data were 
considered in t h e  aggregate for the Rocky Flats p l a n t  background 
e n v i r o n s  as a whole. Sediment samples were taken at s e l e c t  
locations near surface streams and springs; borehole da ta  were 
collected in conjunction with ground water monitoring wells 
developed at the site. 

The RFP d a t a  were not p u r e l y  randomly sampled; selectivity 
was involved in both t h e  sediment and borehole cores, a l t h o u g h  
there i s  a fairly wide s p a t i a l  distribution of boreholes  a c r o s s  
the background of the s i t e .  Borehole data were obtained from 
often varying total borehole d e p t h s  at somewhat irregular 
intervals. These sampling methods could affect the overall 
distributional p r o p e r t i e s  somewhat; h o w e v e r ,  experience a t  other 
s i t e s  suggests that the differences with depth and location can 
be outweighed by local short-scale variation w h i c h  cannot be 
p r e d i c t e d  in advance. Also t h e  average properties o f  a site are 
typical o f  the l a r g e r  geochemical environment of the Colorado 
Front Range. 
man-influenced activities were used to identify locations, it can 
still be expected that t h e  data will follow typical soil 
distributional properties. 

So long as no obvious  sources of contamination o r  

Once the basic data.were entered into a MINITAB program, 
summary s t a t i s t i c s  for b o t h  raw and log-transformed d a t a  were 
obtained. These raw and log-transformed data were tested against 

9 

2 Environmental Science & Technoloqy, Vol. 2 4 ,  8 1 2 ,  1990, 
"Less Than Obvious: Statistical Treatment of Data  Below 
the Detection Limit", Dennis R. Helsel, p . 1 7 6 9  

3 Background Geochemical Characterization Report f o r  
1989-- R o c k y  F l a t s  P l a n t ,  Golden ,  Colorado, E G L G  Rocky 
Flats, Inc., December 21, 1990 
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assumptions of normality a s  f o l l o w s ,  u s i n g  a MINITAB method 
described by Devore4: 

" A  quantitative measure of the extent to w h i c h  points 
cluster about a straight line is the sample correlation 
coefficient r.... Consider calculating r f o r  t h e  n p a i r s  
(x1,yl )......(x,,y,)..[where Xi are concentrations and 

yi= phi*l((i-.5)/n} phi is the curnulati.Je normal 
frequency distribution] ... the more r d e v i a t e s  from 1 ,  the 
less the probability p l o t  resembles a straight line. This 
idea can be used to yield a formal test p r o c e d u r e ;  reject 
the hypothesis of population normality if rt Ca, where c ,  is 
a c r i t i c a l  value chosen to yield the desire3 significance 
level a. That is, the critical value is chosen so t h a t  when 
the population distribution is actually normal, the 
probability of obtaining an 1: value that is at most c, (and 
thus incorrectly rejecting Ho) i s  the desired a. The 
developers of the MINITAB statistical cornputer.package give 
critical values for a = .lo, .OS,  and . 0 1  in combination 
with different sample sizes. These critical v a l u e s  are 
based on a slightly different definition of the Yi'S: . . .  

L e t  yi = [Zi] = phi-'{(i-.37S)/(n + . 2 5 ) ) ,  and compute 
the sarnpke correlation coefficient 1: for the n pairs 

(xlfyl-...*(xn,yn). A test O f  

Ho: the population distribution is normal 
versus 
Ha: the population distribution is not normal 

consists of rejecting Ho when r Ca. Critical values 
c, are given {below): 

n 

5 
1 0  
15 
2 0  
2 5  
30 
4 0  
5 0  
60 
7 5  

Appendix Table A.14 
a 

-10 * 05 
.9033 . 8 8 0 4  
* 9 3 4 7  
. 9 5 0 6  
-9600  
-9662 
.9707 
-9767 
-9807  

.9865 
-9835 

.9180 
-9383 
.9503 

. 9 6 3 9  
- 9 7 1 5  
. 9 7 6 4  
.9799 
.983S 

.9sa2 

- 0 1  
.8320 
, 8 8 0 4  
- 9 1  1 0  ' .9290 
- 9490, 
- 9 5 9 7  
. 9 6 6 4  
.9710 
-9757" 

. w o a  

4 Probabilitv and Statistics for Enqineerinq and the 
Sciences, Second Edition, Brooks/Cole Publishing 
Company, Monterey, California, 1987, p p .  574-5 



F i r s t  the d a t a  were, sorted i n  increasing order; then the 
c a l c u l a t e d  2-values were obtained f r o m  t h e  yi above for- given 
sample sizes. Both raw and lognormal data were  compared with 
corresponding 7,-values in t h i s  way. Critical 9 5 %  cas were 
extrapolated from the t a b l e .  For the larger borehole da ta  s e t s ,  
a 9 5 %  C a  value o f  .985 was used for samples larger than 100. 

The M I N I T A B  linear regression model was used to estimate the 
mean and standard deviations for the lognormal data; raw data 
were uniformly so far below the critical l e v e l  t h a t  it w a s  n o t  
felt reasonable to evaluate the raw data  any further. 

Linear regression was f i r s t  run on the log-transformed d a t a  
having 1/2 detection limit values ( L O G R E G R ) .  Outputs including 
information on v a l u e s  having excessive residuals or influence 
were noted. A second linear regression was run on the s u b s e t  of 
these data  above detection with the appropr ia te  2-values ( H e l s e l  
method). 2-values were calculated from the full d a t a  set, and 
then truncated in similar f a s h i o n  to the concentration data. For 
the Welsel approach, the Z-values for the below detection limit 

regression equation for the ADL values. Overall c o r r e l a t i o n  
coefficient test results were o b t a i n e d  from the resulting 
regression on the combined synthetic BDL and ADL values. 

. data  were used to generate synthetic BDL values from the 

In order to be a b l e  to utilize the Helsel method, a set of 
r u l e s  were developed f o r  BDL data. S o  long a s  a sample detection 
limit was no more t h a n  twice t h e  lowest recorded value, the BDL 
va lues were used b o t h  in the LOGREGR and HELSEL approach. 
Detection limit values above t h i s  criterion were rejected; for 
example, out of 19 identified vanadium sediment values, 17 were 
used. The two rejected v a l u e s  had 1 / 2  d e t e c t i o n  limit v a l u e s  in 
the range of recorded values. Secondly, the da t a  s e t s  for the 
HELSEL method were truncated at the point above the largest BDL 
value used. 

Mean and standard deviation data were used to est imate  95% 
tolerance intervals, following the E P A  guidance recornmendations.5 
In order to compare the d e r i v e d  statistics ffom the larger data 
sets with maximum observed values, a t - s t a t i s t i c  was used since 
tolerance levels were not available for lower occurring 
frequencies than 95%. 

RESULTS 

Tables 1 and 2 present the results of the calculations for 
sediment and borehole  data respectively. Table 1 resul ts  showed 
that  the normality assumption for the t r a c e  element raw data w a s  ' 

5 Statistical Analysis of Groundwater at RCRA Facilities, 
Draft Guidance, EPA, October 1988 



untenable .  Standard deviations were close to or l a r g e r  than 
arithmetic means; further the correlation coefficient test showed 
wide divergences from normality for aluminum, arsenic, and 
vanadium data. 

T h e  transformed logarithmic values shown under LOGREGR with 
the 1/2 detection limit gave mixed results. All aluminum v a l u e s  
were above detection, hence no comparison with t h e  HELSEL method 
is possible. The vanadium data were fit by the LOGREGR method 
suitably, although the HELSEL method showed even better 
conformance with the lognormal distribution. Arsenic data did 
not meet the c r i t e r i o n  of the t e s t  using LOGREGR, but did so with 
the HELSEL method. It should be recognized that with so few 
positive values available f o r  arsenic ( 2 1 8  above d e t e c t i o n )  in a 
small sample and a very high maximum value, t h e  results were 
considerably different from the LOGREGR approach. The slope of 
the concentration (log) vs Z - v a l u e  line is much steeper with the 
HELSEL method, and a correspondingly lower mean. This would be 
expected to result in much higher predicted extreme values. 

Using these derived logarithmic means and standard 
deviations, 95% tolerance intervals were generated and comparsd 
with maximum observed values. Since there were 17-19 points in 
the o r i g i n a l  data s e t s ,  the maximum observed frequency was a r o u n d  
5% or less, so that the t w o  numbers could be compared. 
aluminum upper tolerance level was 44487 ppm, well above the 
observed maximum of 21600 ppm. 
f o r  arsenic was well above the observed 13.0 ppm value, and the 
maximum tolerance level of 84.87 ppm was above the 5 0 . 2  ppm 
observed level for vanadium. B y  contrast, the use of normal 
statistics resulted in underestimates for a11 three trace 
elements. The LOGREGR approach a l s o  worked reasonably well. 

Soil sediments can be expected to be geochemically similar 
to surrounding soils, except that where water is working 
continuously on the soils, additional leaching of trace elements 
can be anticipated. This would mean that sediments should have 
maxima typical of background soils, but have a wider range of 
values at the lower end, with a consequent lowering of the 

The 

A tolerance interval of 33.3 ppm 

average (logarithmic mean) property. 2 

In fact, Table 2 s h o w s  this to be the case. A q a i n ,  the 
distributions o f  these three trace elements in soils a r e  seen 'io 
follow a logarithmic pattern. 
normality assumption, as shown by the correlation coefficient 
test. The standard deviations of raw data as well as lognormal 
data are somewhat s m a l l e r  than f o r  the sediments, However, t h e  
mean values a r e  almost twice  as high. The maximum observed 
values a r e  close to the 95% maxima predicted by the sediment 
data;  however, these values are  much less frequently occurring 
(less than - 8 %  of the time) and a re  not d i r e c t l y  comparable. 

The raw d a t a  do not conform to the 



The borehole data can be inspected more closely far 
distribution patterns, since the sample size is much l a r g e r  
( g r e a t e r  than 1 0 0 ) .  The correlation coefficient t e s t  value 
( . 9 8 5 )  is correspondingly much tighter than for sediments ( . 9 4 5 ) .  
The HELSEL method again shows it5 superiority in g e n e r a t i n g  
distribution patterns much more regularly lognormal; the LOGREGR 
methods do not meet the t e s t  conditions although they are shown 
to be a better  f i t  than the normal distribution. 

The reasons f o r  the discrepancies between the LOGREGR and 
HELSEL methods can be seen in looking at histograms o f  t h e  raw 
and log-transformed data.  T h e  accompanying figure prosents t h e  
histograms f o r  borehole aluminum raw ( 1 )  and logarithmic data 
(21 ,  arsenic raw ( 3 )  and logarithmic ( 4 )  data, vanadium raw ( 5 )  
and logarithmic ( 6 )  data. ( 7 )  s h o w s  the histogram for the HELSEL 
logarithmic arsenic data,  while ( 8 )  is a similar histogram for 
vanadium HELSEL data. The initial logarithmic histograms 
identify the 1/2 detection limit data (shown a5 BDL Values). 
Trace element histograms ( 1 1 ,  ( 3 1 ,  and ( 5 )  c l e a r l y  show the 
skewed character of the raw data .  

It becomes apparent from both linear regression analysis of 
residuals and these figures, how seriously assumptions about BDL 
values can affect the shape o f  the logarithmic distributions. 
For untransformed or raw d a t a ,  BDL values  fall within a ve ry  
small limit between zero and the highest BDL, which is a minor 
part of the overall data ranges. Consequently, assumptions about 
their exact value are not that important and do not seriously 
a f f e c t  mean and standard deviations unless the percentage of BDL 
values is high. 

However, in the logarithmic case, the situation is r e v e r s e d .  
In the logarithmic domain, BDL values can take a rangs from the 
logarithm of the highest DL to negative infinity. With a large 
number o f  non-detects, the distributions can become highly skewed 
negatively, or as in the case of the a r s e n i c ,  form almost a 
bimodal distribution. 

Since the use of 1/2 the detection limtt is an arbitrary 
approach  which works r e a s o n a b l y  well w i t h  the r a w  data, another 
approach which better distributes the BDL values is . jus t  as 
appropriate. The HELSEL method improves the distributional 
characteristics because it generates values to conform to the 
lognormal distribution of the above detection values: The smooth 
shape of the resulting distributions can be seen by comparing’(4) 
with ( 7 )  for arsenic, and ( 6 )  with ( 8 )  for vanadium. 

Aluminum borehole LOGREGR and HELSEL r e s u l t s  were not 
compared with histograms, since o n l y  the change o f  a single data 
point occurred. Yet, even the s i n g l e  c h a n g e  in 1 o f  122 p o i n t s  
was found to be ve r y  significant. In T a b l e  2 ,  the LOGREGR method 
for aluminum fails the correlation coefficient t e s t  usinq the 1 / 2  
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detection limit value ( - 9 8 3  versus the . 9 8 5  identified level); a 
very high residual was noted. When this data point is 
transformed via the HELSEL method, the resulting coefficient test 
( . 9 9 4 )  does meet the lognormal distribution criterion. 

Table 2 derived statistical means and standard deviations 
are used to compare extreme observed values. To compare the 
predic ted  95% tolerance levels, the extrapolated observed values 
from the original da ta  sets a t  the 95% level are generated. 
Results  show that the HELSEL and LOGREGR methods generate 
t o l e r a n c e  levels which include the observed 95% concentrations 
within'their limits for a l l  three trace elements. 

To see whether the observed maxima in the three data sets 
are also included, a comparable tolerance level would need to be 
generated f o r  the 9 9 . 2 %  range. , However, such tabular information 
is not currently available. A s  a substitute, a t-statistic for 
the 99.5% l e v e l  was used to estimate this concentration. It must 
be recognized that the predicted t-level is an averaqe value for 
that confidence level. By contrast, the tolerance interval 
predicts t h a t  9 5 %  of the t i m e ,  9 5 %  of the values will be included 
within the tolerance interval. Thus we s h o u l d  expect that the t- 
statistic generated should be near the observed value, b u t  not 
necessarily higher than it. 

This is shown to be exactly the case for the aluminum data.  
The predicted t-value is between 39145 (HELSEL) and 41357 ppm 
f o r  the LOGREGR method. The actual value is 40800 ppm. The t- 
s t a t i s t i c  slightly overpredicts the vanadium concentration 
( 8 2 . 5 8 - 9 6 . 0  ppm) versus the observed 70.0 ppm. It is with t h e  
arsenic maximum that the use of the logarithmic distribution may 
show 50me limitations. The predicted 99.5%  m a x i m a  ( 1 8 . 0 - 1 8 . 4 )  
ppm are not close to the observed level of 41.7 ppm. 

It is possible that the arsenic value is an analytical 
error. However, t h e  sediment data also showed a similar pattern, 
with many low values and a single very high value. It is 
alternatively possible that arsenic may infrequently occur in 
much higher concentrations in soil than can ,be adequately 
d e s c r i b e d  by a logarithmic distribution. Data sets with 
extremely long tails may not be best described by a logarithmic 
function for extreme values. However, the results,in the 
borehole t a b l e  do show that the 95% confidence l e v e l s  a r e  
seasonably well predicted. 

The preferred approach might be to utilize the lognormal 
distribution, but recognize that occasional extrgme values  might 
occur. It is noted that the extreme arsenic value in the 
borehole data d i d  not occur in conju,nction with a n y  other maxima 
of 27 trace elements simultaneously measured. In this situation, 
one could disregard occasionally high values, but s t i l l  t e s t  for 
average or 95% level values using lognormal statistics. 



The results here show t h e  general superiority of u s i n g  the 
HELSEL'approach in generating lognormal s t a t i s t i c s .  A leap  of 
faith is f i r s t  necessary, in making the assumption that soils 
trace element background data will be b e s t  described by the 
lognormal distribution. Although other skewed distributions a r e  
a v a i l a b l e ,  t h e  lognormal statistics have the virtue that many of 
the well-developed tests based on the normal curve can be applied 
to lognormal data. 

For example, comparisons of background t o  c l e a n u p  s o i l s  
using composite samples can be made. Composite samples average 
the mass of materials from separate locations, and hence are  best  
d e s c r i b e d  by t h e  arithmetic mean; confidence intervals would be 
uneven, since the original s o i l s  background data a r e  shown to 
generally f o l l o w  the logarithmic pattern. T h e  arithmetic mean 
can be estimated from lognormal d a t a ,  using the short formula: 

where 2 is the estimated arithmetic mean, 7 i s  the l o g a r i t h m i c  
mean, and sy  i s  t h e  logarithmic standard deviation. 
describes a method for generating a confidence interval for an 
arithmetic mean of Size N for logzrithmic data that uses the mean 
and standard deviation of the logarithms. A s  a quick check of 
the s t a t i s t i c s ,  the estimated arithmetic mean was derived from 
the data and compared with the original mean calculations. In 
all cases using either LOGREGR or HELSEL statistics, r e s u l t s  were 
within ~ 5 %  for the borehole data set and 2 1 3  % for t h e  smaller 
sedimenF s e t s .  The data are  well behaved and a b l e  to be used 
e f f e c t i v e l y .  

Gilbert6 

Helsel's method is shown to be u s e f u l  even for data s e t s  
w i t h  o n l y  limited numbers above d e t e c t i o n .  The arsenic sediment 
data was able  to be converted to logarithmic data with o n l y  21% 
of its data above detection. It is recognized that this 
estimated distribution has a very wide variance; however ,  this is 
due in part to the small sample size. The a r s e n i c  data f o r  
sediments were shown to compare reasonably w ~ l l  with the m u c h  
larger borehole data  set. Even using an alternative test of 
proportions as suggested in the Rocky Flats study, cQmparable 
t e s t i n g  sample sizes would be required to make a compar ison .  
A l s o ,  i n d i v i d u a l  data could not be compared. 

Attachments 

6 Statistical Methods for Environmental Pollution 
Monitorinq, Richard O *  Gilbert, Van Nostrand Reinhold 
Company, N e w  York, 1 9 8 7 ,  pp.  169-170 
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