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COMMENTS ON "BACKGROUND GEOCHEMICAL CHARACTERIZATION
REPORT FOR 1989~ ROCKY FLATS PLANT"
Mike Gansecki, EPA Region VIII
August 1, 1991

GENERAL COMMENTS

1. Organizing and interpreting the background data collected for
the various media at Rocky Flats Plant (RFP) is a complex and
difficult task; the authors of this report should be complimented
for their efforts. 1In particular, a number of issues raised by
EPA in earlier comments were given thorough consideration. The
following are the major points worthy of notice:
X
a- Use of General Statistical Principles and Development of
a_Protocol. A very comprehensive protocol was developed to
address a number of issues including the possibility of
spatial variability effects on background data
distributions. Given the wide array of media and issues
involved, the selection of the statistical teste and
protocol represents a reasonable approach to developing
basic background statistical definitions for sediments,
solls and parent geologic material, ground water and surface
water.

a. Spatial Considerations-~ The initial effort to determine
whether MANOVA tests could be used for determining areal
differences was particularly instructive. For a number of
reasons, including limitations on statistical assumptions,
it was not generally feasible to make such a distinction
(north vs south). However, we do think such an
investigation had merit, and perhaps as better definitions
of media distributions are obtained, the method can be
reapplied.

b. General Water Quality Geochemistry- the use of ion
balance analyses, gravimetric versus calculated TDS and
other water quality comparisons, and Stiff diagrams to
compliment the discussions of basic water geochemistry is
particularly well done. The major aqueous chemistry results
are reasonable for site conditions, and shows a great deal
of continuity between media and geologic strata.

c. Interpretations of Unusual Geochemistry at Surface Water
Quality Springs SW-104 and SW-80. The information provided
in the report provides substantial credence to the idea that
the anomalous data reported from these locations can be
correlated with the high total suspended solids collected in
the samples. Our own analyses in this review support the
report's general conclusions.




e. Presentation of Information. A much more readable
document was prepared for this effort than in the original
report. The data was substantially consolidated and the
report organized more coherently to make following the
pregress of analysis considerably easier.

2. There are still some substantial problems with some of the
data, statistical analyses and interpretations. One reason for
EPA Region VIII's focus on this background study development is
that we are involved in a number of similar activities at other
RCRA and CERCLA sites. In particular, a number of closures of
RCRA hazardous waste management facilities deal extensively with
soil-based contamination and attainment of appropriate cleanup
levels (in some cases, background). Thus, a number of our
comments are directed prospectively towards the use of these
background data in RFP c¢leanup or monitoring situations.
Hopefully, some of our experience may be of use in the present
setting, since many of the issues are similar. All further
references to the 1989 background study report are given as "the
RFP report".

It needs to be made clear that some of the statistical
issues in particular, have not been fully worked out by EPA.
Trial-and-error is also a part of the process of developing
workable methods for ordering and comparing data. Many of our
comments need to be taken as suggestions that may be helpful for
the Rocky Flats Plant background definitions.

This review focuses on major statistical concerns, as a
number of separate issues. These issues deal simultaneously with
different media and sections of the report. Select data reviews
of the RFP report and more detailed evaluations developed over
time are found in the Appendices. From time to time, references
to these evaluations in the Appendices will be found in the major
issues review.

MAJOR ISSUES

1. Organization and Presentation of Informatioh

: In order to understand and review this RFP report, it is
necessary to be able to track the following progression: data
acquisition, data validation and evaluation, statistical
summaries and further evaluations such as tolerance interval
development, outlier analysis, etc. It is still somewhat
difficult to move from the raw data tables in Appendix A of the
RFP report to understand how the statistical summaries in Section
5 were compiled, and how tolerance intervals and outlier analysis
was done. A major problem is the confusing enumeration system.
The report should have provided individual maps showing specific
sampling locations for each media sampling group. Secondly, an
organized keying system should have been used in the raw
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analytical data tables; some media data were numbered (e.g.
borehole data), while others were not (surface water guality
data). Since north/south areal comparisons were prominently
featured in this report, the keying system should have identified
which groups the data belonged with. Without this information,
pulling together various grouped data to make independent
evaluations was a major effort.

As one example, the report evaluates areal differences
between north and south Rocky Flats background for borehole soil
samples and ground water monitoring well data. In Section 3 of
the report, only the narrative identifies the various groups of
ground water well samples. On page 3-5 of the report, it is
indicated that the grpund water monitoring wells for the north
Rocky Flats alluvium were B200589, B200689, B200783 and B200889,
and the south Rocky Flats alluvium: B405586, B400189, B400289,
B400389, and B400489. This in itself is difficult enough to
follow in the raw data tables; however, in comparing chloride
statistical calculations for these samples (Tables 5-12 and 13),
it was apparent from sample sizes that more data values were in
the statistics than just from the above wells. By checking all
the data, it appeared that data from wells B405689 and B4057895
were also added to the second data set. The text narrative does
not explain why.

Borehole locations formed only a subset of holes dug for
ground water monitoring wells. In the text, 18 borehole
locations are mentioned; Table 3-1 and the raw data only
contained 17 borehole locations. The enumeration system using
only numbers is extremely confusing, particularly when other
locations are added to samples. Surface water guality station
and sediment numbers were also supposed to be matched by
location; however, the numbers bear no relationship to one
another. Some alphanumeric system in the raw data tables and the
report which specifically keys the raw data to the various
analytical sets which are statistically compared, would be
immeasurably helpful.

The study is intended to define overall background
conditions at the Rocky Flats plant. While present statistical
analysis suggests that occasional north/south or geologic strata
form distinct areal populations, it is still useful to include
grand statistical summary tables for each analyte of the media
sampled. It is somewhat easier to visualize ANOVA decisions by
comparison with grand mean and other overall statistics.

The tables in Section 5 of the RFP report are limited in the
statistical information they contain. For example, where data
are considered follow a lognormal distribution, the arithmetic
mean and standard deviation, mean and standard deviation of the
logarithms, perhaps other statistics justifying one distribution
over another (skewness, kurtosis, results of one or more tests)
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should also be included. As we will discuss in a further issue,
such information could have identified some irregularities in
statistical manipulations of lognormal data. An example of a
more comprehensive statistical information is found in the
discussion of total aluminum in sediments, Appendix B.

At this point, major efforts should concentrate on
developing reliable basic soils, ground water and surface water
data sets for future statistical analysis. Basic statistical
information is probably more important than sophisticated
analyses at present. A good geochemical understanding of the
data is paramount, especially in evaluating problematic outliers
discussed elsewhere in this review, developing a consistent and
workable apprcach to elow detection limit data, and perhaps
supplementing with improved sampling data.

2. Grouping Data for Statistical Comparisons

The identification of appropriate classification "groups"
for statistical analysis is a fairly complex matter, since a
varying combination of analytes (individual compounds, analyte
groups, total versus dissolved, etc.), spatial locations, certain
" temporal considerations, and the four principal media are
involved. The table below suggests a number of possible
spatial/temporal classifications for each medium (assuming all
analytes are handled similarly):

MEDTUM POTENTIAL CLASSIFICATIONS

Sediments by Entire RFP Site
by Stream Drainage
by Surface Water/Spring Stations

Boreholes by Entire RFP Site
by Individual Boreholes (all depths)
sub: by Depth (Top 4' vs Lower Depths)
by Geochemical Stratum
sub: by Geographical area (N vs S)
by Groundwater Well Assotiation

Surface Water by Entire RFP Site
by Station
sub: by Month
sub: by Season
by Stream Drainage
by Surface Stations vs Springs

Ground Water Wells by Entire Site
. by Individual Well
sub: by Season
by Geochemical Stratum
sub: by Geographical area (north/south)
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These are only the more logical potential classifications
for the raw data. Each classification needs to be evaluated for
each analyte (or analyte group) to determine whether there are
distinct parent population distributions. 1In this light, the
effort that went into distinguishing north versus south areal
distributions at the Rocky Flats Plant site, may have
overshadowed the need to consider these other potential
distinctions. Fairly common statistical definitions suggested
above (totals for site, individual stations and wells), ete.,
were not presented in the report. We believe that it is still
somewhat premature to make firm judgments about the north/south
classifications, given other problems with the data and
statistical analyses and assumptions discussed below.

Geochemical units make sense for some media, so long as it
is entirely clear that the samples arise only from these
definable units. With borehole data, we are unsure if total
depth samples are always entirely within a single stratum. Are
vells consistently €creened entirely within a given stratum, to
exclude waters from other units?

Future versions of this background RFP report should
consider addition of some or all of these possible data
classification distinctions.

3. Detection Limit Issues

Two major considerations involving detection limits are
discussed here: the first deals with how statistical analyses
consider the present data below detection limitsg particularly
where variable detection limits are involved, and detection
limits in relation to data quality objectives for various
sampling media.

@. The RFP report uses the assumed value of 1/2 the
reported detection limit for many analyses. » In other
situations, Cohen's method is used with differing detection
limits in a data set by using the average of detection
limits.

Specifying half the detection limit will work reasonably
well for many statistical analyses, particularly if the
normality assumption is being checked and the percentage of
non-detect data is fairly low. In other situations,
particularly when lognormal distributions are considered,
the values assumed for the detection limits can play a major
role in the apparent shape of the distribution.

However, variable detection limits in two situations need
further consideration: a) when all values are below
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detection (e.g.: antimony [Sb] in the Rocky Flats alluvial
borehole data set); and b) when variable detection limits
exceed guantifiable data (e.g.: lithium [Li] for north/south
Rocky Flats alluvium and colluvium borehole samples).

In the first case, the specification of a mean and standard
deviation based on assumed detection limit values is
virtually meaningless. Future comparisons should be made
with the most restrictive criteria (i.e., the lowest
detection limits). A detectable value (and especially
repeat detections) should be considered significant. Hence,
some ©of the highest detection limit values may need to be
disregarded.

L]

)
In the second case, cross-comparisons of "significant
differences" are driven almost entirely by the assumed non-
detect data. We do not believe that these latter data show
significant differences, only uncontrolled differences in
detectability during the sampling/analytical process. A
further outlier analysis should investigate why detection
limits for lithium wexe in the <30 mg/kg range, while they
were in the <3 mg/kg range for the other three lithium data
sets.

This problem is general to most of the media data sets. A
consistent set of detection limits (or at least an
acceptable upper limit) needs to be specified, if cross-
comparisons are to be made. We suggest as a start that non-
detect data be acceptable only if they are less than 2x the
smallest detectable value or smallest detection limit;
somewhat more liberal criteria might be used with
radiochemical data, if the error terms are used as effective
detection limits. In this way, the assumed values of 1/2
the detection limit will be less than the minimally observed
quantified data. There may be more sophisticated methods
in the statistical literature for dealing with variable non-
detects, but for gross, initial comparisons, some acceptable
cutoff needs to be made. ,

After screening out the unacceptably high below detection
limit (BDL) data, methods like that of Cohen used in the RFP
study or Helsel's',? method of using linear regression on

L Dennis R. Helsel, "Less Than Obvious: Statistical
Treatment of Data Below the Detection Limit",
Environmental Science & Technology, Vol. 24, #12, 1990,
pp-1766-1774

2 Robert J. Gilliom & Dennis R. Helsel, "Estimation of
Distributional Parameters for Censored Trace Level
Water Quality Data: I. Estimation Technigues", Water
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above detection limit values with "fitting" of non-~detect
data can be used. Appendix G of this review contains such a
definition of lognormal data detection limit criteria for
three sediment and borehole trace element data sets using
Helsel's approach. Certain non-detect values had to be
discarded. A critical requirement in these "fitting"
techniques is that of assuming an appropriate distribution
for the data under evaluation. This is discussed further in
the next issue. However, if such an assumption can be made,
the fit of the entire data set including BDL values to the
assumed distribution can be dramatically improved.

b. Since this is an investigatory study to develop
background data (for future comparisons, analytical methods
should have been chosen which could provide detection limits
at low enough levels to characterize most analytes of
interest. As Newman et. al.3 have indicated:

"... an ultimate goal in analytical method
selection and experimental design selection should
be the generation of a data set with all values in
the region of guantitation."

Table 1 attached to these comments contains a comparison of
detection limits identified in this report for total trace
element and major cation soil values (sediments and
boreholes) with detection limits believed attainable using
standard EPA RCRA SW-846 methods. Principal SW-846 methods
used are ICP for most metals and special atomic absorption
methods for arsenic, lead, mercury and selenium. The fifth
column shows the expected mean concentrations of total
metals in background soils for this region from USGS and EPA
studies.

Quite a wide range of detection limits is evidenced even
within each RFP media group. Generally, the detection
limits are similar between sediments and boreholes. For the
major cations, results for calcium, aluminum and iron are
satisfactory. However, detection limits for magnesium,
potassium, and sodium in scoil are often too high to detect
lower values.

Resources Research, Vol 22, #2, February 1986, pp. 135-
146

3 Newman, Michael C., Dixon, Philip M., Looney Brian B.,
& Pinder, John E. III, "Estimating Means and Variance
for Environmental Samples with Below Detection Limit
Observations", Water Resources Bulletin, Vol. 25, #4,
p. 908




-uoT3a1 suterd uyejunoy £Yooy 30} S31pNIsS

$31PN1S ST10S puncafyoeq

ST10S punoadyaeq ygd Pue §$9SN WOIY SanTea aie susoy (eotrdLf 7

VIO Vdqd 10] 3uop S8sATRUR 0] S12]3T SPOYIBN/STI 1105 19410 r

%0 GL-G2 ddI P-7> 1} & 6> - (uzj 2uiz

31q1ssod g 18MOT fsaufea MOT S3SSIH 001-0T dot 2> 10-00 £0-00 [A} wnipeuep

papasu (I I9MO] fsanyea [IE SISSTYH £ 1 - N . 082-02> 0L{>-0Qz” [US} U1l
£177199130A [OI3UOD ¢ 92 doI 92 -T2 0e>-p {1L] mnITTeYL *

A31TT19ET1IBA TOI3LOD fsanyea MOT SISSIH 00202 - anN 005> -00Z> QZZ>-67> [ 1S My 1cIIS

arqissod a I3MOT {SIanTeA MOT S3SSTH co00T-008 do1 5> 001T? Q00C-0001> {eH] MnIpog

Pa19919p Lya1wi L1an y0 S ao1 -6 [ -g> [3v) 19a7IS

arqissod g 1amMor {sanyea MO S9S5SIH G ~T- YVao A g>-1> G-Z>-1> [251 wniuarag

arqissed g 19mOf $SsnIEA MO SISSTH 00002005 doI h> Q001> G00E-0001> () wmiIsseiod

37q1ssod Iq 19MOT fSanTea MO SaSSIN 0g-2 ddI y2a 0 01°-6> 0c>-8 {IH] Ta2IN

.o g>-¢> - an S € 0L-02> | [SmuRpqh 1oy

X0 01 -10" YVAD 50" Y =12 GE-T72 13g1 4Lanoasy

30 005001 ddI 005001 06 05> [uR)asaueduey

San{eA MO[ 2WOS SISST| 0000T-005 dDI L 00T 000€-000T> (3 umisaudey

papaaud @ 19M0T7 {SINTBA MO SISSTIH hZ-¢ - anN AR 04202 [1T7} wnIyatg

0 001 AALH yr-z> h-7> 2’ 1941 pes]

X0 +00051 d0I S (008> 000T1> (24] uoay

arqissod 1@ JaMOT {SAaN[EA MO] S3SSI) 0z-01 aor 0-9°> 16> SI>-6> (noy aaddoy

£31119e1I8A [OI110D fSanfea MO SISSTH 8-z 401 € 21°-01> 0E>-QT> [Co31 1120

., 1. 0£-01 di1 -1 £ AN A4 (23] UNTWOIY)

B1Bp 2arivaedwod ou {SanNT8A TTE SOSSTK aM - aN Qve> 002> 00£2-002> [SD} WNnis3a)

0 000020001 dI1 or 00T 0000001 {BD} unya1e)

Pa19319p L[a1ex L1aa 3o v do1/v¥vd | Rl ST S e-p (PD] smympe)

arqissod Jq 39MOT {Sanyea MO] SISSTH G 1-9- ddI c-1> 1" G -7 (og)mmiyrLaag

£11T19BTIBA TOIIUOD {SONTBA MO S3SSTH 006-0¢ doI g Sho-(y? oh -ty [(eg] wniaeqg

m::n_mﬁm.; TO21UOCY {S8NTBA MCT S3sSIf] -7 Vi £z 12 1’6" 1> [S¥] Jtuasay

SITWE{ Ianof 12 X0 o7 do1 0e>-z-> LT£P 0] 2 3 0 (951 Aucmyjuy

X 000050008 o) 0-5> 0005> 005> 006> (TV) mnupuniy

AEE QHNCEDIOVE AORLIN ST TIOS >4 TOHTICH SINGHIGIS
SINIW-I0D Vv TVOIdAL TYOLLATVNY TENI0 SLIMIT NOLLOALIA SIVvId ANOOH ALATYHY
(3473w ut sanes Tiv)
SISATVRY STIOS QWNCUDAOVE SIVId AND0Y ¥0d NOSTUVAMOD SLIMIT NOIIDII4¢ “T T4Vl



For minoy trace elements, only chromium, lead, manganese,
and zinc have low enocugh detection limits to provide
quantifiable data for most or all soils. Although antimony,
cadmium, mercury, molybdenum, silver, and thallium detection
limits were greater than any detectable levels, these are at
least comparable to other efforts, so long as detection
limits are controlled. The remainder of trace elements have
methods and lower detection limits which could provide more
quantifiable data for analysis of background soils.

By contrast, RFP study analytical methods and detection
limits for aqueous species follow the CLP protocol closely
and are adequate for most purposes. A separate table for
these comparisons was not presented. Detection limits for
arsenice, barium, cadmium, chromium, lead, mercury, selenium,
and silver are below present drinking water standards. It
is only for the more commonly present cations-- magnesium,
potassium, and sodium, that detection limits are high enough
to miss low values. These are not considered critical, but
it does cause the data analyses to be less reliable. There
are routine analytical metheds available to reach to at
least a 1 mg/l level for these analytes.

4. Qutlier Evaluations/Exploratory Data Analysis

The RFP report indicates that "before MANOVA is invoked, the
data are examined for outliers, rejected data are excluded and
treated as missing values, and results below the detection limit
are transformed to half the detection limit for the analyte."

The specification of one-half the detection limit may be
satisfactory for normal outlier evaluations, but lognormal
distributions are sensitive to specified BDL values, since they
can take a range from the logarithm of the detection limit to
minus infinity. Even one postulated value can change the outcome
of a distributional test, as shown for total aluminum in borehole
data in Appendix G.

Figure 2-1 of the RFP report shows that an outlier test is
run prior to deciding upon the form of the population
distribution for a data set. Unfortunately, the form of an
outlier test for individual values is highly sensitive to the
assumed distribution. So too, is the test for homogeneity of
variances. If a data set conforms to a lognormal distribution,
the use of ASTM E178-75 on the raw data seems inappropriate. One
would expect an increase in variance as the means ©of the data
increased.

In conclusion, we are not sure what function the outlier
test provides at this early peoint in the statistical protocol.
There are also more fundamental "cutlier" analyses that need to
be done for all the raw data, which cannot be simply identified




through a statistical test. Gilbert? lists a number of data
validation procedures, which form an cutlier analysis of basic

data:

"1. Routine checks made during the processing of data.
Examples include looking for errors in identification
codes.. ...

2. Tests for internal consistency of a data set. These
include plotting data for visual examination by an
experienced analyst and testing for outliers.

3. Comparing the current data set with historical data
to check for consistency over time....

4. Tests to check for consistency with parallel data
setg, that is, data sets obtained presumably from the
same population...."

These approaches need further evaluation in this background
study. Gilbert suggests a number of statistical tests which can
be done, but it is important to at least have a sense of which
data make sense, and which ones may not. The following are a
number of examples drawn from the Rocky Flats study which we
consider problematic outliers based on Gilbert's criteria:

1..A dissolved Ra-226 value of 170 + 240 pCi/l in a total
data set of 24 values with a range otherwise from -.1 + .5
to 2.8 + .5;

2. The surface water total metals and radiochemical species
in SW-80 and SW-104, orders of magnitude above other surface
wvater values;

3. Anomalously high values for most natural radiochemical
species in Well B405289; and

4. Duplicate analyses for TDS in ground water inorganic
analyses showing 290 and 2900 mg/l, and the entire set
of trace element duplicates in samples #82 and #83 in
the borehole data set.

Such an identification of potential outliers need not
exclude data automatically. However, it would be very useful to
try to compare these data with past studies either at the site or
done under similar circumstances in the region. Conclusions may
differ as well. l

4 Gilbert, Richard 0., Statistical Methods for
Environmental Pollution Monitoring, Van Nostrand
Reinhold Publishing Company, 1987, pp.186-7
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The first value described above may need to be deleted from
the data set because it appears spurious and belongs under the
tritium values (see discussion in Appendix F). The second set of
data may need to be further analyzed and perhaps distinguished as
a typical of the springs only; the data are uniqgue and unlike
other more representative site data (see discussion in Issue #9
below). 1In the third case, there may be a need to distinguish
this individual well from other classifications, since it does
indeed appear to be naturally "hot"; the data may be valid but
confuse otherwise more predictable comparisons (see Issue #9
discussion, Appendices D and F). Further sampling may also be
able to confirm tentative conclusions at this point. The final
duplicate data sets ghow anomalous values; the first TDS value of
290 mg/1 is comparable on geochemical terms with other
cation/anion data; the second is not. The last set of duplicate
values cannot possibly be independent data since they are
identical.

These are only typical examples, but are suggestive of the
need to further refine raw data sets prior to sophisticated
statistical analysis. Other examples of potential outliers based
on general mathematical and geochemical principles are found in
the Appendices, particularly Appendix F. The RFP protocol
identifies typically extreme values for more thorough
investigation (p. 4-6); this protocol needs to include approaches
as suggested above and in some of the discussions which follow.

5. Selecting Distributions

We believe that for certain fundamental media data sets,
where the form of the distribution has been reasonably well
identified from past studies, it is more appropriate to assume a
distribution before an outlier test is run. For trace elements
in background soils, for example, the USGS has indicated that
historically lognormal distributions provide a good fit of the
data. For individual dissolved species within a given well, a
normal distribution is probably a good assumption?
Distributional studies on small data sets can prove misleading,
since the variability of these sets is great. Other biases such
as a lack of complete random sampling might affect these specific
data sets; numerous studies involving large samples over time
such as the USGS efforts allow a measure of confidence in such a
choice of distributions. :

EPA can provide other examples of background trace element
soils data and ground water data set which appear to conform to
these distributional assumptions. We are not stating here that a
lognormal distribution is preferable to any other distribution
such as a Weibull, which can describe skewed data. However, the
lognormal distribution offers some features of being able to work
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withinkcertain well described statistics based on the normal
dist:ibution.

However, for combinations of well and other data into the
desired classifications, the guestion is somewhat less clear.
The lognormal distribution will probably better characterize such
data. In these assumptions, we also include the radiochemical
parameters (discussed later in this review).

We would like to better understand how the criteria were
used to decide upon normality versus lognormality. For example,
arsenic in sediments was determined to follow a normal
distribution. Region VIII experience has been that arsenic tends
to be lognormally distributed in background scils, in similar

fashion to other total trace elements. We ran a Peargon
correlation coefficient test using a method by Devore” comparing
expected Z-values versus the ordered raw data and logarithms. A

higher correlation was observed for the lognormal data, although
not significant. Given the large number of below detection data,
the results are not unexpected. The non-detect data appears to
have had a preponderant influence in making the distribution
determination. However, based on similar measured data, we would
expect the distributions for trace element soil analytes to be
lognormal. A rough indication of anormality is if the
correlation coefficient is greater than .4-.5 for reasonably
sized data sets; most of the trace element metals had values
higher than this. If lognormality were assumed, a robust fit of
the data can be obtained using methods akin to Helsel's®
regression order statistics, even with a substantial number of
non-~detects.

From the classification groups mentioned in Issue #2 above,
we feel the following distributional assumptions can be used
unless good evidence is given to the contrary:

5 Jay L. Devore, Probability and Statistics for
Engineering and the Sciences, Brooks Cole Publishing
Company, Second Edition, 1987, pp. 574-5

6 Dennis R. Helsel, "Less than Obvious: Statistical
Treatment of Data Below the Detection Limit", op. cit.,
pp-1766-1774
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ANALYTE SAMPLING MEDIUM

GROUP SEDIMENTS BOREHOLES SURFACE WATER GROUNDWATER
(Site) (Hole) (Site) (Station) (Site) (Well) (Site

Trace Elem(Tot) Log ? Log Normal Log

Trace Elem(Dis) Log ? Log Normal Log Norm Log

Inorganics - - - Normal Log Norm Log

Radiochem(Tot)} Log ? Log Normal Log

Radiochem(Tot) Log ? Log Normal Log Norm Log

Individual borehole data was not evaluated over depth in the
present RFP effort, but, if done, could be used to develop a
sanse of cshort-scale {spatial variation in scil materials. A
limited look at total chromium in borehole samples at the 0-4°
versus deeper levels is found in Appendix C.

It should be recognized that these statistical distribution
assumptions are only approximations. The independence assumption
for soils and ground water data probably is potentially
complicated by a non-random component (spatial and/or temporal);
nearby samples are more likely to resemble each other than those
farther apart in space and time. However, such a determination
is complicated and outside the realm of practical assessment with
limited sample sizes and locations for most media. More
intensive ground water well monitoring on a monthly basis could
provide the opportunity for temporal non-random considerations.

The site background data are more or less randomly drawn
(even with some selectivity involved in sample locations), and
overall characterizations are desired. Some discriminatory power
is lost in not precisely identifying such a non-random component,
" but for most comparisons, the use of random statistics is .
probably acceptable. EPA has had to admit similar simplifying
assumptions in evaluating background/site comparisons at other
facilities.

6. Tolerance Interval and Other Statistical Compdrisons

A very important consideration in defining the use of
tolerance intervals or other statistics is how these background
data are to be used in future comparisons with downgradient wells
or soil-based cleanups. Individual test samples of the same type
as drawn for background, mean value comparisons of limited sets
of samples, or composited samples from a number of separate
samples, may be compared to the background distributions. The
kinds of statistics inveolved will differ with the kind of
comparison desired.

At this point, the RFP background study offers only the use
of tolerance intervals defined for either normal or lognormal
distributions (a test of proportions for data with less than 50%
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APPENDIX E. BOREHQOLE SAMPLES— TOTAL METALS RF & CO

Table 5-60 and 67 Statistics for Total Metal Concentrations in
Rocky Flats Alluvial and Colluvial Borehole Samples

1. The tables indicate that all mean and standard deviation

values are "untransformed" logarithmic values. It is unclear
what this means. The tables indicate that all values are given
as logarithmic statistics. In this case, the untransformed mean
for aluminum [Al] should be around 9.0 to 10. The untransformed

standard deviation would be somewhere around .1-3. If the
antilog of the log-normal values are given, then the means are
gecometric means. This looks to be the case for aluminum,
arsenic, barium, etc., However, the corresponding geometric
standard deviations would always be greater than 1.0 and probably
in the 1-3.0 range.  The barium value in Table 5-60 is 4.6256,
which is enormous for the range of data shown. Standard
deviations for aluminum, iron [Fe], magnesium [Mg}, manganese
{Mn], and sodium [Na] look more like normal statistics. This
statistical presentation does not make sense.

2. Statistical values are given for antimony [Sb], where the
largest value is a non-detect. This so compromises the data,
which only shows a 6.7% detection rate anyway, that the data seem
useless. The detection limits are too high and variable for
extracting useful information. A comparable situation exists for
cadmium [Cd], cesium [Cs], selenium [Se], and probably sodium
(Na] and cobalt [Co]. No statistics will work well with these
data, other than to state detection limits.

Tables 5-61, 62, 68, and 69. Statistics for Total Metal
Concentrations in Rocky Flats Alluvial/Colluvial North and South

Sectors

1. These are comparable tables, since they are distinguished by
common areal sectors. Many of the same problems with the
presentations of logarithmic statistics, described above for
Tables 5-60 and 67 are als> found here. Calcium [Ca] standard
deviations are not untranstformed lognormal data, nor are they
transformed. It is not clear if the value of 560.02 given in
Table 5-68, for example, is even an arithmetic standard
deviation. Chromium [Cr] standard deviation is less than one,
which looks like an untransformed lognormal standard deviation.
The standard deviation for strontium [Sr], however, looks like a
transformed value.

2. The lithium [Li] values in Table 5-61 are anomalous compared
to the other three tables. 1In this data set, only 5.6% of the
values were above detection, while the other three data sets
ranged between 81-100%. The mean value for lithium in the first
table is significantly greater than the other three. Something
looks amiss here. Other metals like chromium, lead, zinc and
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copper, were much more consistent in their rates of detection. A
similar situation exists for the metals molybdenum [Mo] and
strontium [Sr], with occasional drastically different rates of
detection.

3. Whatever the mean values are (arithmetic, geometric, etc.),
one can see a great deal of commonality between north and south
sectors for both the Rocky Flats alluvial and colluvial borehole
data. While there may be minor statistical differences, values
for calcium, chromium, copper, lead, nickel, vanadium, and zinc.
All of these mean metal values generally agree within a range of
2x [calcium may be an exception because of calcite
precipitation/dissolution]. The most significant determinant of
whether there will be; larger mean trace element differences seems
to be the rate of detection; low rates of detection suggest high
variability between comparisons. This also suggest that there is
a very major problem in deciding how to use less than detection
limit data. Even with these limitations, one ¢an see that most
of the borehole data conforms to typical background
concentrations.

Table 3 to the main EPA comments contains a summary of average
values (arithmetic and geometric means from various Rocky Flats
and other regional soil backgrounds. Comparing the data in the
first column (Rocky Flats Borehole ALL) with other sites (the
Denver-Arapahoe Chemical Waste Processing Facility subsurface
clays and USGS information for Longmont, CO), it can be seen that
most of the more commonly measured trace elements-—~ arsenic,
barium, cadmium, chromium, cobalt, copper, lead, manganese,
mercury, nickel, selenium, vanadium, and zinc-- are all within
two to three times of each other within the same order of
magnitude. Not surprisingly, it is the major cations--~ calcium,
iron, magnesium and sodium-- which show the greatest variability.
The column labeled TSS surface will be explained further on in
this review, but is still within similar ranges for most metals.

This table also contains a comparison of a subset of the
borehole data with the full set. 0-3' interval data were
calculated independently and compared with the full set. The
present statistics in the first column suffer from the problems
discussed above, regarding the confusion of the statistics. Even
with these problems, it can be seen that among the commonly
measured trace elements, very similar patterns hold. There is
relatively little difference, except for the major cations.
Arsenic, chromium, and vanadium show great enough arithmetic
differences that there may be distinctive values with depth.
Chromium is analyzed separately in Appendix C.

Only beryllium is present at Rocky Flats in somewhat higher
concentrations than typical backgrounds (approximately 3-5 mg/kg
in borehole data versus .74 to 1.4 for other regional sites).
The values are still within reasonable ranges, considering that
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Longmont also shows somewhat higher values for a wide area of
study.

-4
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APPENDIX F. RADIQCHEMICAL ANALYSES

This discussion covers a number of topics, some of which
will use results from above. Ground water wells are at the heart
of RCRA hazardous waste monitoring. Because RCRA rules have '
generally presumed a comparison of single point-in-time and space
data points against background, the issues concerning the
appropriate tolerance intervals are relevant here.

Questions about the appropriate level of statistical
development and the use of normal versus lognormal statistics are
also considered.

1. Use of Tolerance Intervals

Once a set of background wells have been identified for the
appropriate comparisons, downgradient well data will be compared
against these background. The form of the statistical test
depends on a number of factors, including how the regulations
themselves are interpreted.

Historically, EPA 40 CFR 264 Subpart F regulations have
specified single well data comparisons against background.
Perhaps realizing the weakness of such an approach, EPA's recent
modification of the statistical approaches to this section,
allows for some variation in approach. The alternatives
suggested generally make use of a set of samples collected at
given individual monitoring wells, and aggregated for comparison
against background through the use of technigues such as ANOVA.

Such comparisons are possible, but also run into some
practical difficulties. If ground water data are temporally
variable, which most naturally occurring species are, samples
taken together close in time (days to a month), are more likely
to resemble one another, than represent the full annual
variation. We agree that multi-year data collection will be
necessary to factor out seasonal effects in the data. This
presumes that the data are reasonably orderly. Such may not be
the case with radionuclides, which vary over a number of orders
of magnitude in background at the site. Rocky Flats’should be
prepared to accept the eventuality that single point-in-time
comparisons may be necessary, because of the data complexity.

As mentioned earlier, data in the RFP report which are
lognormally distributed appear to have problems in their
development. While the background report has presently
characterized dissolved ground water radionuclides as normally
distributed over the site, we believe that such an approach is
inadequate. The chief reason for positing normality seems to be
the need to avoid transformation of negative numbers (page 2-12).
It does not appear that the actual shapes of the distribution for
these radionuclides was taken into account. We believe that
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lognormal statistics suitably applied will provide a much better
characterization of the occcurrence of these radiochemical
species.

2. Level of Statistical Development- Radionuclides

At present, the background report provides detailed
statistical calculations in Tables 5-14, 19, 24, 29, 33, 38, and
48, for the various geochemical units-- Rocky Flats alluvium,
colluvium, valley fill, weathered claystone, weathered sandstone,
unweathered sandstone, and a "lowermost aquifer flow" system. We
never did find the rationale for the latter breakout, but the
data were not used any further. An explanaticn of this
distinction would be helpful.

A quick look at these tables suggests that an a priori
decision was made to define these data as normal for statistical
purposes. Yet the coefficients of variation alone, for species
known to have above detection values (gross alpha, U-238) suggest
that there is considerable skewness to many of these
radionuclides. We doubt that these data are well described by
normal statistics. We emphasize that it is for ground water
monitoring wells above all, that tolerance intervals may be most
appropriate. Unfortunately, the form of the distribution is
critical in defining the appropriate tolerance levels.

Using the normality.test described in Devore (pp. 574-5) on
data for the following four radiochemical species: gross alpha,
U~238, Pu-239, and Ra-226, the table below shows the results.
The comparison includes the raw data versus normal expected Z-
scores, and the logarithms of the data:

CORRELATION TEST FOR NORMALITY ON RADIOCHEMICAL SPECIES

LOCATION ANALYTE
GROSS ALPHA U-238 Pu-239 Ra-226

N Norm Log N Norm Log N Neorm Log N Norm Log
RF Alluv 28  .883 .963* 28 .927 .929 27 .715 .746 - - -
colluv. 9  .750 .964* 9 .810 .964* 7 .651 .651 =~ - -
valley F 19  .916 .968* 19 .929 .972% 18 .745 ,827 - - -
Unw Clay 13  .935% .970% 15 .974* .975% 11 .737 .783 - - =
Unw S§ 19  .833 .880 20 .601 .950%* 19 .887 .899 - - -~
Weat S§ 8  .968% .968%* 8 .939% .915* 8 .886 .892%% ~ — -
Totals 96  .816 .903 99 .472 .975%%90 .745 .832 23 .74 .83

22 .98*.98
* Significant at 95% level (fits distribution)
**Significant at 99% level (fits distribution)

In general, the overall sﬁperiority of using a lognormal
distribution can be seen from this table. Logarithms were generater
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by adding a fixed value to the raw data to ensure that the minimum
value of each data set was slightly above zero. This method is
described in Gilbert, 1987, as a three-~parameter lognormal
distribution. While there can be some interpretation problems with
this method, the greater accuracy of the lognormal distribution for
radiochemical data seems obvious.

This table affords a number of other observations. The overal
best data fits occur with gross alpha and U-238, two radiochemical
parameters which have considerable positive values in a natural
background envirconment, and particularly in the uranium rich
sediments off the Front Range granites. In particular, the
lognormal distribution almost accurately describes the entire data
set for Rocky Flats background. By contrast, the occurrence of
plutonium is not nearly as well described. As will be sgeen, there i
ample reason for this, since plutonium does not occur naturally in
the environment.

Finally, the distribution of Ra-226 is not evaluated for
individual geochemical strata, since not enough data were available
Evaluation of all the Rocky Flats data, however, shows that the
accuracy of the distribution is very strongly affected by a single
value. Without that value, either a normal or lognormal
distribution well describes the present data.

One point further needs to be made regarding both Ra-226 and
Ra-228. In the raw data, it became clear that radium data were onl
a fraction of the total number of samples taken for other
radiochemical parameters. By cross comparison with other data, it
is apparent that the radium analytes were measured only with the
highest gross alpha or uranium occurrences. This introduces a
systematic upward bias into the sample. It should be quite clear
that any description provided by these radium data are not typical
for the entire site and should not be used as background parameters
independently. The report should identify which criteria were used
to determine when the radium analytes were measured.

The report did not provide details on hgw it was decided that
radiochemical data were significantly differént enough to break out
into separate geochemical statistics. While we can agree that it
makes some sense to provide data for these distinguishable
geochemical units, it is unclear whether the differences are always
significant. '

In addition to the geochemical units, there are two other
logical groupings of ground water data: individual wells and data
aggregated over the entire site. We provided an independent
analysis of the basis for these decisions for a number of
parameters. The four parameters used above were carried through fo
the remainder of the analysis.
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3. Analysis of Qutliers in Radliochemical Parameters

Given that there is some basis for preferring lognormal
statistical descriptions for radiochemical parameters versus
normality, the first step was a direct inspection of the raw data
for the ground water wells (lower aquifer data excepted). An early
inspection of the data concentrated on two types of ancomalous data:
very high isolated values, and systematically high values across a
number of parameters which might be related.

This kind of screening can point out obvious ocutliers, or
certainly ones which need much further screening. Since these data
have not yet been fully screened for quality control, these early
identifications may prove helpful. Looking at data within wells
might suggest anomalies of a given well itself, irrespective of its
probable geochemical location. For this analysis, only the four
parameters--gross alpha, U~238, Pu-239, and Ra-226-- are evaluated.
However, some of these results might be extrapolated to the
remainder of the data set:

* Ra-226, Well B200689, 7/27/89: A value of 170 + 240 pC1/1 is
given. This value is at least 70 times higher than the next
highest value, and about 425 times the geometric mean value.
The value is not matched by any unusual values in other
parameters. It also is supposed to have occurred when the
alpha value was -1 and the U-238 value 0. This looks to be an
obvious mistake. We will guess that this value actually
belongs in the Tritium column and was mistakenly moved. The +
240 error term also looks consistent with tritium analyses. W
did not use this value in any further calculations.

* Gross alpha, U-238 and Ra-226, Well B205589, 7/21/89 and
10/25/89 : All these values for both dates look very high in
comparison to other well data. Plutonium, which is not
expected to occur naturally, is not elevated. We believe that
these are potentially real occurrences of very high values.
However, they appear to be confined to a single well in the
colluvial material. This poses some pycblems for statistical
analyses, since it is only one well of 41, yet obviously will
have inordinate influence in mathematical terms.

v

Such an occurrence in the well might be a hydrochemical
depositional pocket of uraniferous materials, known to occur i.
the eastern Rockies. As such, it might be considered
representative of the background. However, from a statistical
standpoint, it might be more tractable to keep this well
independent from the other data, and compare potentially
comparable downgradient well data on an individual basis, if a

similar regime is suspected. In further evaluations of data
for these four parameters, these outliers are included and
identified.
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No other individual wells or data seemed obvious. Within the

priori geochemical groups, wells within each groups seemed
reasonably consistent. For example, U-238 values in the valley fil
group consistently averaged in the 1-3 pCi/l range, while Rocky
Flats alluvial wells were generally below 1.0. This kind of
consistency makes more plausible a radiochemical characterization o
these geochemical strata. Incidentally, colluvial data for
naturally occurring species were quite high in two other vells, so
the incidence of very high levels in well B205589 may be consistent

For descriptions of radiochemical analytes within each well, w
believe that normal statistics apply unless shown otherwise. At
present, there are too few data to make such a decision. But we
pelieve that they will behave in very similar fashion to other
digsolved trace element analytes. The data groupings however,
appear to be better characterized by lognormal statistics.

ANOVAs were run on raw data for the six definable geochemical

groups on both the raw data and the logarithms of the data. Summar

data from these evaluations is found in the table below:

ANOVA EVALUTIONS FOR RADIOCHEMICAL SPECIES/GEQOCHEMICAL GROUPINGS

RADIOCHEMICAL OVERALL GEQOCHEMICAL GROUPS
ANALYTE SIGNIFICANCE DISTINGUISHABLE MEANS
N F p ?

Gross Alpha* '
Raw Data 94 3.85 .003 ST RE(2.2)+VF(3.1) vs C0O(10.4)
RF(2.2) vs WC(8.9)

Log Data 94 4.9% .0Q00 &SI RF vs CO+WC+US
’ ‘ VE vs WC
U-238*
Raw Data 97 7.23 .000 SI RF(.26) vs CO(4.3)+WC(2.0)

VE(1.5) vs CO
WwCc(z2.0) vsg CO
Us(1.9) vs CO
WS(.35) vs COW

Log Data a7 10.34 .000 SI RF vs CO+VFEF+WC
Us vs CO+VEF+WC
WS vs CO+VE+WC

Pu-239
Raw Data 91 .55 .739 Not Significant
Log Data 91 1.07 .384 Not Significant

Ra-226 (Not compared‘because of sample size)
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In general, the naturally present species Gross Alpha and U-
238 do show some separation by geochemical unit. However, the
separation is not completely distinguishable. The colluvial
material shows the highest values for both Gross Alpha and U-238.
These calculations did not include the two highest values, which
vould increase the separation from the other means but would not
change the overall relationships. Logarithmic data tended to show
greater separation and some slightly different relationships. Thus
there is some basis for geochemical separation, but not consistentl
for all parameters.

Plutonium did not show a significant difference of means among
the different geochemical strata. This is excellent confirmation
that there should not be any significant differences for a non-
naturally occurring chemical. Not enough radium-226 data were
available for comparison. As mentioned earlier, radium samples are
also not representative of site conditions, because of selectivity
in sampling.

Use of Negative and Non-Significant Data

The radium~226 data set for ground water is an interesting:
example of some of the problems involved with simply using the firs
number of an X + Y value, irrespective of its relationship to zero.
In essence, the present method of computing statistics totally
ignores the second value. Presumably, the error term has been
calculated for a reason.

The following are the 24 data for dissolved Ra-226 in ground
water wells:

RA-226 DATA FOR GROUND WATER MONITORING WELLS

WELL NO _ DATE VALUE WELL NO DATE VALUE
B200689  6/7/89 .1+ .5 B200689  7/27/89 170 + 240*
B201189  7/21/89 .5 + .3 B201189  5/5/89 .4+ .2
B200889  6/5/89 .5 % .5 B201289  7/25/89 .8 + .4
B203289  6/20/89 .5 % .7 B203489  9/2%/89 .29 + .09*
B204189  8/25/89 .2 + .3 B205589  7/21/89 2.8 + .5
B302989 7/19/89 .3 * .3 B302989 *© 4/27/89 2 + .2
B302889 4/27/89 -.1 % .2 B304989  8/23/89 .6 + .2
B305389 5/31/89 .6 + .3 B305389  8/23/89 .7 * .5
B402189 8/24/89 .3 + .3 B402189  6/5/89 .4 + 1.0*
B405489 8/25/89 .4 * .2 B405489 6/21/89 .4 % .5
B400389 6/16/89 .4 * .5 B405586  6/8/89 .025 + 25*
.4 0+ .2 B405589 10/18/89 .4 + .2

B405889 8/23/89

Values shown in bold are two samples from the same well. The
four values with asterisks following create some problems of
interpretation and need close inspection under quality control and
quality assurance of the data. Some explanation is in order why th
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arror terms of these four values vary so significantly from the
other data. The value 170 + 240 simply looks like a mistake; it
bears no relationship to the other data, and more importantly, to
the first sample from the same well taken on 6/7/89.

In the background report, the 170 pCi/l value is used alone as
the maximum value in the data set for Rocky Flats alluvial ground
water. This results in a bizarre "average" of 28/5 pCi/l, with a
standard deviation of 69.2 pCi/l. Yet the median value of the data
set is about .4 pCi/l, with the next highest value only .5. Instea
of the Rocky Flats alluvium being relatively low in Ra-226, the dat.
shows a relatively "hot" situation. Even if the 170 # 240 value
were a radium measurement, the result should be interpreted to mean
that the value cannot be dlstlngulshed from zero for the specific
background count. One could more readily read this value as a zero

The value of .025 + 25 also needs checking. Why should the
counts vary by a factor of 50 for the dissolved well medium?
Looking at other radiochemical data fails to show any elevated
levels of other analytes. Could this error term actually be .257?

On general analytical principles, similar measurements with th
same equipment on similar samples should achieve similar results.

L
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APPENDIX G.
USE OF SELECT METHQODS IN TRANSFORMING BACKGRQUND SOQILS DATA

In developing statistics for background study data, it is
necessary to define the distributional properties of the data.
In this analysis, soils data from background sediments and
boreholes from the Rocky Flats Plant in Colorado were used.

The effort here is intended to improve the use of lognormal
statistics, where they are felt to be appropriate. Others such
as the U.S. Geological Survey! routinely use lognormal statistics
in defining trace element distributions in soils.

A recurrent problem in organizing and collating data occurs

with data below detection limits. Since trace elements are
considered here, significant numbers of the data are below
detection. In most cases, the detection limits are themselves

variable, although it is assumed that the same sampling and
analytical procedures are used. The prcblem affects how
statistics are developed for given databases. For the present
study, an initial assumption of 1/2 the detection limit was used
for calculation purposes. Limitations to this procedure will be
discussed.

Background statistics are being developed at the Rocky Flats
plant for making future comparisons with other situations, such
as site monitoring and cleanups. The type of statistics
generated should reflect the kinds of testing desired. 1In
hazardous waste cleanups and routine monitoring, comparison of
individual sample data and grouped mean data to background is
desirable. The manner in which the data are collected, however,
can affect the type of statistics as well. In cases, where
insufficient or unquantifiable data are all that is available,
the kinds of statistical testing are accordingly restricted.

The approach here looks at three selected trace elements
from two RFP soil databases-- total aluminum, arsenic, and
vanadium. They were selected from a suite of 28 measured trace
elements to represent varying detection limif conditions.
Sediment data for total aluminum were all above detection limits
(ADL); about 1/2 of the vanadium values were ADL; arsenic had
only 21% ADL. The distributional properties of the three
elements were evaluated for both the available background
sediment data (17-19 samples) and soil coring boreholes (117-
122). Summary statistics for both arithmetic and geometric

1 Background Geochemistry of Some Rocks, Soils, PLants,
and Vegetables in the Conterminous United States, US.
Geological Survey Professional Paper 574-F, 1975,
p.-F12£¢£
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properties were calculated. Distributional testing for normality
and lognormality was performed; the lognormal data were tested
utilizing both the 1/2 detection limit values for below detesction
data, and a second method for deriving synthetic below detection
limit values from linear regression described by Helsel?. The
extrapolated statistics were used to compare estimated extreme
values with observed data.

APPROACH

Trace element data were obtained from the Rocky Flats
background study3 for the two soil areas-- surface stream and
spring sediments and coring boreholes. Here, data were
considered in the aggregate for the Rocky Flats plant background
environs as a whole. Sediment samples were taken at select
locations near surface streams and springs; borehole data were
collected in conjunction with ground water monitoring wells
developed at the site.

The RFP data were not purely randomly sampled; selectivity
was involved in both the sediment and borehole cores, although
there is a fairly wide spatial distribution of boreholes across
the background of the site. Borehole data were obtained from
often varying total borehole depths at somevhat irregular
intervals. These sampling methods could affect the overall
distributional properties somewhat; however, experience at other
sites suggests that the differences with depth and location can
be outweighed by lcocal short-scale variation which cannot be
predicted in advance. Also the average properties of a site are
typical of the larger geochemical environment of the Colorado
Front Range. So long as no obvious sources of contamination or
man-influenced activities were used to identify locations, it can
still be expected that the data will follow typical soil
distributional properties.

Once the basic data were entered into a MINITAB program,
summary statistics for both raw and log-transformed data were
obtained. These raw and log-transformed data were tested against

3
L)

2 Environmental Science & Techneclogy, Vel. 24, #12, 1990,
"Less Than Obvious: Statistical Treatment of Data Below
the Detection Limit", Dennis R. Helsel, p.1769

3 Background Geochemical Characterization Report for
1989-— Rocky Flats Plant, Golden, Colorado, EG&G Rocky
Flats, Inc., December 21, 1990
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assumptions of normality as follows, using a MINITAB method
described by Devore4:

"A quantitative measure of the extent to which points
cluster about a straight line is the sample correlation
coefficient r.... Consider calculating r for the n pairs
(x1,¥v1) v (Xn,¥n)..[where x; are concentrations and

yi= phi~1{(i-.5)/n}) phi is the cumulative normal
frequency distribution]...the more r deviates from 1, the
less the probability plot resembles a straight line. This
idea can be used to yield a formal test procedure; reject
the hypothesis of population normality if r< ca, where c, is
a critical value chosen to yield the desired significance
level a. That is, the eritical value is chosen so that when
the population distribution is actually normal, the
probability of obtaining an r value that is at most ca (and
thus incorrectly rejecting Hy) is the desired a. The
developers of the MINITAB statistical computer package give
critical values for a = .10, .05, and .0! in combination
with different sample sizes. These critical values are
based on a slightly different definition of the vi's:...

Let yi = [Z3] = phi=1{(i-.375)/(n + .25)}, and compute
the sample correlation coefficient r for the n pairs
(X1,¥7-+... (Xn,¥n). A& test of

Ho: the population distribution is normal
versus
Ha: the population distribution is not normal

consists of rejecting Hy when r ¢ c;. Critical values
Cay are given {below}:

Appendix Table 2a.14

n a
100 .05 ' .01

5 .9033 .8804 .8320
10 .9347 .9180 .8804
15 .95086 .9383 \ -%8110
20 .9600 .9503 Y .9290
25 .9662 .9582 .9408
30 L9707 .9639 .9490,
40 .9767 .9715 .9597
50 .9807 .9764 .9664
60 . 9835 .9799 .9710
75 . 9865 . 9835 .9757"

4 Probability and Statistics for Engineering and the

Sciences, Second Edition, Brooks/Cole Publishing
Company, Monterey, California, 1987, pp. 574-~5
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First the data were sorted in increasing order; then the
calculated Z-values were obtained from the y; above for given
sample 'sizes. Both raw and lognormal data were compared with
corresponding Z-values in this way. Critical 95% cazs were
extrapolated from the table. For the larger borehole data sets,
a 95% cy value of .985 was used for samples larger than 100.

The MINITAB linear regression model was used to estimate tThe
mean and standard deviations for the lognormal data; raw data
were uniformly so far below the critical level that it was not
felt reasonable fo evaluate the raw data any further.

Linear regression was first run on the log-transformed data
having 1/2 detection limit values (LOGREGR). OQutputs including
information on values having excessive residuals or influence
were noted. A second linear regression was run on the subset of
these data above detection with the appropriate Z-values (Helsel
method). 2Z-values were calculated from the full data set, and
then truncated in similar fashion to the concentraticon data. For
the Helsel approach, the Z-values for the below detection limit
data were used to generate synthetic BDL values from the
regression equation for the ADL values. Overall correlation
coefficient test results were obtained from the resulting
regression on the combined synthetic BDL and ADL values.

In order to be able to utilize the Helsel method, a set of
rules were developed for BDL data. So long as a sample detection
limit was no more than twice the lowest recorded value, the BDL
values were used both in the LOGREGR and HELSEL approach.
Detection limit values above this criterion were rejected; for
example, out of 19 identified vanadium sediment values, 17 were
used. The two rejected values had 1/2 detection limit values in
the range of recorded values. Secondly, the data sets for the
HELSEL method were truncated at the point above the largest BDL
value used.

Mean and standard deviation data were used to estimate 95%
tolerance intervals, following the EPA guidance recommendations.?
In order to compare the derived statistics from the larger data
sets with maximum observed values, a t-stati%tic was used since
tolerance levels were not available for lower occurring
frequencies than 95%.

RESULTS

Tables 1 and 2 present the results of the calculations for
sediment and borehole data respectively. Table 1 results showed
that the normality assumption for the trace element raw data was

5 Statistical Analvsis of Groundwater at RCRA Facilities,
Draft Guidance, EPA, October 1988
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untenable. Standard deviations were close to or larger than
arithmetic means; further the correlation coefficient test showed
wide divergences from normality for aluminum, arsenic, and
vanadium data.

The transformed logarithmic values shown under LOGREGR with
the 1/2 detection limit gave mixed results. All aluminum values
were above detection, hence no comparison with the HELSEL method
is possible. The vanadium data were fit by the LOGREGR method
suitably, although the HELSEL method showed even better
conformance with the lognormal distribution. Arsenic data did
not meet the criterion of the test using LOGREGR, but did so with
the HELSEL method. It should be recognized that with so few
positive values available for arsenic (21% above detection) in a
small sample and a very high maximum value, the results were
considerably different from the LOGREGR approach. The slope of
the concentration (log) vs Z-value line is much steeper with the
HELSEL method, and a correspondingly lower mean. This would be
expected to result in much higher predicted extreme values.

Using these derived logarithmic means and standard
deviations, 95% tolerance intervals were generated and comparad
with maximum observed values. Since there were 17-19 points in
the original data sets, the maximum observed frequency was around
5% or less, so that the two numbers could be compared. The
aluminum upper tolerance level was 44487 ppm, well above the
observed maximum of 21600 ppm. A tolerance interval of 33.3 ppm
for arsenic was well above the observed 13.0 ppm value, and the
maximum tolerance level of 84.87 ppm was above the 50.2 ppm
observed level for vanadium. By contrast, the use of normal
statistics resulted in underestimates for all three trace
elements. The LOGREGR approach also worked reasonably well.

Soil sediments can be expected to be geochemically similar
to surrounding soils, except that where water is working
continuously on the soils, additional leaching of trace elements
can be anticipated. This would mean that sediments should have
maxima typical of background soils, but have a wider range of
values at the lower end, with a consequent lqwering of the
average (logarithmic mean) property. y

In fact, Table 2 shows this to be the case. Again, the
distributions of these three trace elements in soils are seen Lo
follow a logarithmic pattern. The raw data do not conform to the
normality assumption, as shown by the correlation coefficient
test. The standard deviations of raw data as well as lognormal
data are somewhat smaller than for the sediments. However, the
mean values are almost twice as high. The maximum observed
values are close to the 95% maxima predicted by the sediment
data; however, these values are much less frequently occurring
(less than .8% of the time) and are not directly comparable.
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The borehole data can be inspected more closely for
distribution patterns, since the sample size is much larger
(greater than 100). The correlation coefficient test value
(.985) is correspondingly much tighter than for sediments (.945).
The HELSEL method again shows its superiority in generating
distribution patterns much more regularly lognormal; the LOGREGR
methods do not meet the test conditions although they are shown
to be a better fit than the normal distribution.

The reasons for the discrepancies between the LOGREGR and
HELSEL methods can be seen in looking at histograms of the raw
and log-transformed data. The accompanying figure presents the

histograms for borehole aluminum raw (1) and logarithmic data
(2), arsenic raw (3) and logarithmic (4) data, vanadium raw (5)
and logarithmic (6) data. (7) shows the histogram for the HELSEL

logarithmic arsenic data, while (8) is a similar histogram for
vanadium HELSEL data. The initial logarithmic histograms
identify the 1/2 detection limit data (shown as BDL Values).
Trace element histograms (1), (3), and (5) clearly show the
skewed character of the raw data.

It becomes apparent from both linear regression analysis of
residuals and these figures, how sericusly assumptions about BDL
values can affect the shape of the logarithmic distributions.

For untransformed or raw data, BDL values fall within a very
small limit between zero and the highest BDL, which is a minor
part of the overall data ranges. Consequently, assumptions about
their exact value are not that important and do not seriously
affect mean and standard deviations unless the percentage of BDL
values is high.

However, in the logarithmic case, the situation is reversed.
In the logarithmic domain, BDL values can take a range from the
logarithm of the highest DL to negative infinity. With a large
number of non-detects, the distributions can become highly skewed
negatively, or as in the case of the arsenic, form almost a
bimodal distribution.

Since the use of 1/2 the detection llmlt is an arbitrary
approach which works reasonably well with the raw data, another
approach which better distributes the BDL values is ,just as
appropriate. The HELSEL method improves the distributional
characteristics because it generates values to conform to the
lognormal distribution of the above detection values. The smooth
shape of the resulting distributions can be seen by comparing (4)
with (7) for arsenic, and (6) with (8) for vanadium.

Aluminum borehole LOGREGR and HELSEL results ware not
compared with histograms, since only the change of a single data
point occurred. Yet, even the single change in 1 of 122 points
was found to be very significant. In Table 2, the LOGREGR method
for aluminum fails the correlation coefficient test using the 1/2
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detection limit value (.983 versus the .985 identified level); a
very high residual was noted. When this data point is
transformed via the HELSEL method, the resulting coefficient test
(.994) does meet the lognormal distribution criterion.

Table 2 derived statistical means and standard deviations
are used to compare extreme observed values. To compare the
predicted 95% tolerance levels, the extrapolated observed values
from the original data sets at the 95% level are generated.
Results show that the HELSEL and LOGREGR methods generate
tolerance levels which include the observed 953% concentrations
within their limits for all three trace elements.

To see whether the observed maxima in the three data sets
are also included, a comparable tolerance level would need to be
generated for the 99.2% range. . However, such tabular information
is not currently available. As a substitute, a t-statistic for
the 99.5% level was used to estimate this concentration. It must
be recognized that the predicted t-level is an average value for
that confidence level. By contrast, the tolerance interval
predicts that 95% of the time, 95% of the values will be included
within the tolerance interval. Thus we should expect that the t-
statistic generated should be near the observed value, but not
necessarily higher than it.

This is shown to be exactly the case for the aluminum data.
The predicted t-value is between 39145 (HELSEL) and 41357 ppm
for the LOGREGR method. The actual value is 40800 ppm. The t-
statistic slightly overpredicts the vanadium concentration
(82.58-96.0 ppm) versus the observed 70.0 ppm. It is with the
arsenic maximum that the use of the logarithmic distribution may
show some limitations. The predicted 99.5% maxima (18.0-18.4)
ppm are not close to the observed level of 41.7 ppm.

It is possible that the arsenic value is an analytical
error. However, the sediment data also showed a similar pattern,
with many low values and a single very high value. It is
alternatively possible that arsenic may infrequently occur in
much higher concentrations in seil than can be adequately
described by a logarithmic distribution. Data sets with
extremely long tails may not be best described by a logarithmic
function for extreme values. However, the results.in the
borehole table do show that the 95% confidence levels are
reasonably well predicted.

The preferred approach might be to utilize the lognormal
distribution, but recognize that occasional extreme values might
occur. It is noted that the extreme arsenic value in the
borehole data did not occur in conjunction with any other maxima
of 27 trace elements simultaneously measured. In this situation,
one could disregard occasionally high values, but still test for
average or 95% level values using lognormal statistics.
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The results here show the general superiority of using the
HELSEL approach in generating lognormal statistics. A leap of
faith is first necessary, in making the assumption that soils
trace element background data will be best described by the
lognermal distribution. Although other skewed distributions are
available, the lognormal statistics have the virtue that many of
the well- developed tests based on the normal curve can be applied
to lognormal data.

For example, comparisons of background to c¢leanup soils
using composite samples can be made. Composite samples average
the mass of materials from separate locations, and hence are best
described by the arithmetic mean; confidence intervals would bhe
uneven, since the original soils background data are shown to
generally follow the logarithmic pattern. The arithmetic mean
can be estimated from lognormal data, using the short formula:

—_ G 2
3 = e(y + .Ssy )’

where X is the estimated arithmetic mean, ¥ is the logarithmic
mean, and s, is the logarithmic standard deviation. Gilbert?®
describes a method for generating a confidence interval for an
arithmetic mean of §ize N for logarithmic data that uses the mean
and standard deviation of the logarithms. As a quick check of
the statistics, the estimated arithmetic mean was derived from
the data and compared with the original mean calculations. 1In
all cases using either LOGREGR or HELSEL statistics, results were
within +5% for the borehole data set and +13 % for the smaller
sediment sets. The data are well behaved and able to be used
effectively.

Helsel's method is shown to be useful even for data sets
with only limited numbers above detecticn. The arsenic sediment
data was able to be converted to logarithmic data with only 21%
of its data above detection. It is recognized that this
estimated distribution has a very wide variance; however, this is
due in part to the small sample size. The arsenic data for
sediments were shown to compare reasonably well with the much
larger borehole data set. Even using an altérnative test of
proportions as suggested in the Rocky Flats study, comparable
testing sample sizes would bhe required to make a comparison.
Also, individual data could not be compared.

Attachments

6 Statistical Methods for Environmental Pollution
Monitoring, Richard 0. Gilbert, Van Nostrand Reinhold
Company, New York, 1987, pp. 169-

54




tgd 2

g . § - 5.
125223 S o't ] 0z
(13223332 22%] 1B Bz L2 5 NS 2 Tabt
IS SSEE ct - Ry thkdtraite it L) n-z
TRARRREERLE 17 o EEREERIEIREREIRNRIIANEALILE a1
PEREIESEEREL AR KRN SRR AEDI RS o8 e TEER R LY R R R R AR R ket ek bk s L L |
I3233333323233%383 ) 81 L " AARENEE R LA R A EREEPERARITRY T 20
KEXREXXXRXEBRLE  t1 g'x BEEREARLREALLE O f1°h
LS ¥ o = g c : ¥rix ¥ L) B
' Yratsry [/ | LI § 0 1=
£t o - Junoy Iuodp 1y
t 1 L
L11 = H 3une’ autoopiy Il =

BTEQ TG ITIU3OT {SSTAN PITIT =HIIUVRVE -8

i < P L DI 4 LiPd
LR EE R B O°F * 1 =
tretattirin il gz sy . ne
SRS EERE R ¥ T | 7T . LE2 B =Sy
KErrrabated 71 [ s £t = o
XEIFAE R RS RRTREININRRLIERETINE 5T oTE I FEEEREE T ok
(2232 E SR SRR S SR TN L trtE ek g 5l
EEFRTXLIERELRLEY b1 bt t¥thrtary p oy
L2 S o 1ititedsre o1 0o
*1t T "z ISR R S R R R RS TR S FR T Y ¥ I el o3
4] oA . BERAANERLEERREREERELEESIELE BT [l
Q "z 133333 SR IS ] |~
o= n $3a1vn Freex oy gt £11 = e o
L e 7 sk o Cl = H FAEIEEL £ n
juno’ quToop Iy auncy) JUTOOH 1
QHMQIUMEQUMHMMQ_ =FIGYRVYA '9 ETE ATy ~TIURHYA g
r 1 [}
r 1 5 o oT
] 13 ] L
L £ % SN 3 Q jted
Tttr kAN ENEILE BT 0 Q o
ERATSEERELEFIEIFRASALRN ISR FT =~ crea M =3
b 0 - oI
) »u«a.»»n»-nnn-u»»n.uﬁ»—n.nnuuwnnn Mr w EXERSIXENRENREFI AR L E bR R RERRLE 17 5
mmu_.ﬁwinwn»ﬂ*...*un...n.n»..».ﬁ»u..u...»..»n»»,n b v EEAREXLEIRIAZOLECLRLLLRLARL TS 0
~Se7A 1§ r 1 oo Iuneq FURT-1-T- 3]
jutio] JuIocopty
i . *SQ0 T TIUISIU03J ¢ udey
==l = MW 407)-SH] }0 WEUTDITIH SS = N 4ACJ-SY 0 WELTOISTH
TIBY ITUGITIT3OT =5INISHY ‘4 eTUT AR =OOUSER €
L Iy S0t
(22225 N B 001 ¥ 1 QOO
RS2 ESSETT YT B ~nd o ¥
EEEFEILEERERREERRANSEREERIE TS tr 2
FSES T DT SN-1 try 2
1S 3 -] IR FARERE S 11
t 1 . tREREREEILELEYL o
o Nnunnsunnnnnnnnnnu»nnun#n»u»n»»uwu»»*nuu»nmnﬂ»»»»n 03
WQJ_T\} .\Nﬁm .ﬁ. % 4 (2R e s R N RN SN Y NS Y LSS = Q0059
- Iunen Juioapty sy T [s]
unag] IUTQDO T
"EQQ T Sjudsedoad ¢t yavl
Tt = H 2073~ (Y] 3D Wwe o3 EIH oted SEE | 4993-1Y 10 weatoys iy

TR S T TTESOT =RINIHITY - ; IO ACY =WINIFTIY - [

AQALS QHNCYIAOVE SIVId ANOOY —VIVA TTOHITH0T Y04 SHV¥OOLISIH



ogn-z = LTy tegwg = Oy tense = 8ly
1gg6T 1990190 t¥qd ¢ .S9131111084 ViTA 1E 131BMpUNOIn JO si{sATeuy [B211S13E3S,, woll Us®el S[3AIT [EAI9IUI 3JUBISTOL %56 9
Aruo santea Q7 10j e mmmmﬁnwumm ul anjea ipoppe SSN[®A 109 Pe31113 191JE 31591 JUaTITIJOCI UOT1ET1I0) ¢
. H:Oﬁn_E:mmm £311jERmacu) elep nel uo $1S$93 2Jue12[0]1 PuE JUDTITII=O0 uo1318133100 SI1BITPUT (t) 4
LT 8T 'S0 D S9N[BA-Z pue (D) sanjea Uuot1813U3adUcy p3I2pIAC uaaIeq 1593 Bouen7JTud1s WUSTITIIICI uotle[21i0y £
1 syl /1 Se Blep JTWIT UOT19839p MOTE] sasn H:ommmmuwmu S_Eﬁﬂ.umwoﬁu HITEO0T UL z
AOAEI0T
01 1E913UIP1 BB 53(NsS31 ayy ¢Jav ssniea e aIMm {sanfea (1av) 919310219P uo {juc sisf{eue uo1ssaida1 sasn poylsu 135140 ~UL 1
Z2°0s 0°cl 00917 |2anieh Bieg wﬂj
1848 16°9L N AFAN L £Et £6°LT (e 6 {8h4y  (H)OBBLIT s#y + X
oﬁmbumucH 2oue1a oL %Gh
SAA 53X ON Sax CH O Sak oMl mw,.mzuHm %206
{166 )66" t96° (M}838- mﬁ H36° )66 G938 (NIBTL” 86" q:._vmhm. Ju31013380D
Uo13B[A1I0]
Z76TL *€6°C  2%989°*157°¢ - 1Z#GG-T+91E"~  Z¥BG9°rENST - 726c0° [+21°8 - =(d)u1 uorienby
uo1ssa33ay
650°¢ 986" 1 0861 i €61 6L0°C €8 9L A3 Pas woa)h
A pe il S TARAL YA 91 19°1 195¢€ 1L€C  JUESH 2§119W03)
6TL" 963" £89° 0856°1 859" AN 6£0° 1 1101 a9q Pas 301
€S ¢ 167 0472 9re-~ ML 1S’ gi'8 £¢T°8 ueap] 3071
0411 £16°2 660% A3 PIEPUEIS
gh a6l 9Lt e BOZG  MERW J119W11aY
(6) LT L1 L1 (%) 61 761 61 v itv 81 81 az1s @[dues
TIST4H L REE R SIFIS JISVd Ta5T3H B340l TIFIS OISV TASTEH RREE el TIVIS OI5VH
S LAV
FOIAYHYA DTHISHY WY TYILISILVLS

AQNLS @HOCYNOVE SIVid LND0d —-yI¥(d INAWIQ3S TIVIAAO NI

A9 SSY TV 40 SITIMAJONd TYDITLSTIVLS 40 ROSTIVIHOD

"1 2118l




L19°¢ = 1 :90ued13iudis JO [2A[ GOO™ Y1 18 ‘GZ[=N 10J 3N[BA PIPJS-aUO 1-JUIPNIS

¢
m.._” =y "mmm._” hﬂn_Oqu .smm u..mm.m“:ﬂ,_umm g e dalEMpunoin Jo mwmhmmﬂ_ﬁ Hmu.mummumdm: EOhw uaxe) MHMSNH TeAIZUT wucmuwmo.ﬁ .\,mm 9
) h.mﬂo mwzﬂmb 1av hOu a1e mmwmzu:mumﬂm Uf anytea mvmﬂﬁm Wm:w,mnw 14 _umuu.mw uwuum 1S2] qu..—UwMMMOU UCTIB12130D G
. (uotidumsse £3T7RUICU) B1EP MEZ UO S$1S21 3JUBIS[O] pue JUDTOTIFS02 UDTIETIIIOD SIIBXTPUT (N) y
mmm.. = 001 mo 2 “mmDﬁNPIN pue HUV mm:mmb UOTIEBI3U2DUOD paxopioc ussmMlaq 1591 mucmu.mu.mcwﬁm u:mﬁu._wmmOU UOTIB]9a110] m
Ta mr—u N...._” se BlEp uA.E._ﬂ CO.muumumﬁ .....O._”mn— sasn HCOHmmmumwh UHEH._M@MOMV HOTI00T m_.E. m
AITI0T
o TEOTIUQPT B3ae mu._nﬂmmu mﬂu ...Hem mmzﬁﬂb 11" mhm£3 _.mm:_”mb m‘mnﬁv MHa_muumuumm. uo MH:O m._mmq.ﬂcm EO..—mmmuwmu Sasn ﬁOr_qu 1357341 ayL 1
0°0L Lo Th 0080% | @nTeA Baeq xej
85°28 0°96 (N)9Z°Z9 b 81 081 (R)S T Gh16€ LSETH  (DETLLL szl & X
( T9A9T 3-1U3PNIS %G - b6
665 S0 8 00scZ | 3nteA eimg %5k
8¢ " 66 L69 (H)L9- 28 6°0T 0901 ()8 11 TRATA SyeLe  (W)LL92e s¥y + X
O.mmPHMuGH muﬁMumHO._. n\.mm
SIK ON ON SAK ON ON S3k ON ON ¢ id1NDIS %56
(766" )566° 0L6° (N)996° (6L6°)E66" 696 (N)E69” g(¥66° 2456 €86 y(N)SZ6" 1R ]213320)
uoy 1E13330D
%9y +1Z2 ¢ ZHIL IO T Z#965+ZT 6
(Z29%°+12°€) Z%6Z5 *B1°C = (Z#BLL+T0°T)  ZEIVLC*1S6 - (Z%G56°+21°6) ZHLULS *7T°6 - =(3JuT uorienby
uoissaiday
851 0L T Lt L0z 012 LA TR gL 1 wdd gz-1 430 P15 WO3)
8-h 142 $6°€2 Si'g 65°2 6572 €16 9¢1e wdd goTs | ueay o1a19WO3Y
094" 625" ovs- Lil- AT 6SL" 966G - (LS wdd  1gg- A3q p3s 8o
12°¢ BI°€ TAR 101 156 156 AR zU-6 wdd g9y1-g uesy 8o
BE €T LTy udd 97¢9 “A3( paepuers
ST LT 35°¢ wdd gg9QT vesy I13awyIvay
(011) ¢11 LT LTT (8L) 721 AA A4 {12T) 22t [4A rAAN az15 aydums
TISTAN TOTI0T — SIFIS OISW TISTIN  EOIY0T SIVIS DISYY TISTIH IIIS0T — SIVIS OISW
SYIIIHVIVd
HNIGVHVA DINISYV HONTATY TVOLISILVIS

AQNLS QNNCEONOYE SIVI DMOO¥ ——¥IVQ ITOHDIOW TIVHIAO NI A 9 *SY TV JO SILLNIJIONd TYOLISLIVIS 4O HOS TMYJNOD

-7 °19eL




