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testing, the comments below descnbe two solutions The first is to simply use the Shapiro-
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Colorado Department of Pubhc Health & Environment
Comments on
Draft Final Frmap Health Risk Assessment of the Solar Evaporation Pends
{BDecember ~(12)

Section 2.1.2 — Power Calculafions (Page 10)

Ttus section 1s quite confusing and should be rewritten for transparency as to the
methods and findings

As presented 1n this report, 1t appears from Tables 2 2 a, b, & c, that datasets

« Laracterized by lognormal distributions require oi 1y one or two samples for each
analyte It 1s difficult to imagine any power test tnat would define one samplc as
beingz sufficient to adequately characterize a data set

It 1s also unclear why there are two MARSSIM columns and two Lognormal
columns presented 1n each table This section requires additional detail as to what
was done and what 1s being presented

Additionally, this section appears to rely on results from distributional tests that
have not yet been presented and assesses 4 subset of selected COCs that are
discussed/identified later in the document The rationale for the selection of these
COCs mn the power calculations 1s unclear (1 € , why some chemicals and not
others?) The ones selected are not all final COCs

Alternatively, the surface so1l and liner data could be combined 1nto one dataset for
use in the risk assessment By combining the data (no longer treating these two
areas separately), there may be sufficient sampling data available to bypass these
power calculations altogether and eliminate this entire section from the text

Table 2.2¢ (Page 13)

This table has a footnote of “nc” This {footnote 1s not used anywhere 1n the table
and should be removed

Section 2.3 1 — Essential Nutrients (Page 17)
The word “Iris™ should be capitalized to read “IRIS” Additionally, this section 1s
missing a conclusion statement that indicates which of the chemicals shown 1n
Table 2 3 are elimiated as COCs based on this nutrient screen

A couple of modifications are required 1n order to make Table 2 3 complete
Several of the abbreviations in Table 2 3 need to be defined 1n the footnotes (1 ¢,
RDA/RDI/AL UL2, ND) The RDA values shown n the table should be
referenced as to their source Lastly, since daily intakes (mg/day) are shown 1n the
table (based on an assumed so1l ingestion rate of 200 mg/day), the corresponding
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§  concentrations should be provided The maximum 1s currently shown, so this
ould require adding a column for average site soil concentrations Aliernatively,

“e the ~ ~uamum calculated intakes are belov the RDA values, the corrnarison
»r~~ L.ake could be eliminated altozether

¢ .0 (Page20)
The figure should be updated to show ail relesant PRG luveis Fer evampic,
r.dicate ibat nsk = 1E-06 and 1:Q = J 1 are used for comparnison «1:h the manimum
site concentration  Likewise, please adjust the hotspot evaluation to reflect use of a
nsk = 1E-05 and HQ =10 Additionally, please label the hotspot screen
accordingly 1n the figure, so that readers realize the hotspot nature of the step

Section 2 3.5 — Data Distnbution Testing (Page 23)

The regulatory agencies share 4 corcern over the sclection of appiopriate {ests 1o
determune data distributions If the sample size 1s less than 50, the LPA QA/G-9
guidance recommends the use the Shapiro-Wilk W test, whercver practicable 1f
the sainple size 1s greater than 50, the gmdance recommends using either the
Filliben's statistic or the studentized range test IHowever, if critical values for
these tests (for the specific sample s1ze) arc not available, then this gmidance
recommends implementing either Geary’s test or the Lilliefors Kolmogorov-
Smirnoff test Just because a sottware package contains multiple methods for
determuning a distribution, this does not umply that all methods are equally valid for

a particular data set I would suggest adhering to the gurdance and using the most
appliwcable test for each data set being evaluated

As currently wntten, there are many potential problems with the approach provided
m the December 2002 SEP reports The EPA QA/G-9 report 1dentifies limitations
to several of these methods that are included For example, Geary’s test 1s
recommended for data sets with greater than 50 samples The SEP report uses this
test for sample sizes of 15 1n the lmer material Additionally, G-9 indicates that
“this test does not perform as well as the Shapiro-Wilk test or the studentized range

test” However, 1t appcars that the SEP report has grven equal weight to this test,
despite these limitations

Likewise, the Coefficient of Variation test (CV) can be uscd to determine that a
curve 1s not normal (1e, CV > 1) However, as clearly stated in G-9, this method
should not be used to conclude that data can be modeled with a normal curve 1if the
CVislessthan 1 This method should be appled only to quickly discard an
assumption of normality, and not to conclude normality The SEP report attempts
to use this method contrary to 1ts intended use, by assuming normalrty based on test
statistics The only result that 1s applicable 1n the report tables under the heading
“CV”1s the “No” value (discarding normality) The “Yes” values should be
removed and not considered in the evaluation process
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The agencies also share a concern regarding the decision to treat the data as non-
parametric when the results indicate that both the normal and lognormal
distnibution apply  Preferab'y, if the data pass the test for normality, there 1s no

re soniyte t 1 ag-rommality as sk -+ - following flowchart of decision
loai.

h 1 jes - al
Pt e 2 —™ 7 _:XNoinal i
- ‘ o

Isit Yes l Use

Lognormal? Lognormal
¢ No No :
Is N>307 Yes Use
Bootstrapping

Therce arc two solutions to proceeding with the distributional testing  1he first 1s to
simply use the Shapiro-Wilk test for data sets less than S0 and the Shapiro-Francias
test for sets >50 to determine normality/lognormality according to the flowchart
provided above For datasets containing negative values, first test for normahty
and 1f the analyte fails this test, move durcetly to bootstrapping methodology The
second resolution would be to input the data 1n the Pro-UCL software and use the
software’s recommendation for applicable distribution test

Table 2.9 (Page 25)
The sample counts shown in the left hand column need 1o be updated to reflect the
number of samples collected 1n background surface soil samples, rather than the
number of samples collected 1n the liner, as 1s currently shown

Surface Soils Data Evaluation (Page 25)
The text indicates that surface so1l data were evaluated for each PCOC with a
maximum above the WRW PRG Results from distributional testing are shown for
10 analytes 1 surface soil, however, 12 chemicals were found to fail the PRG
screen Please include distributional testing for Benzo(a)pyrene and
Dibenzo(a,h)anthracenc

Subsurface Soils Data Evaluation (Page 26)
The text indicates that distributions were evaluated for all PCOCs retamncd 1n the

PRG screen This section leaves out the result for distributional testing of
benzo(a)pyrene, a chemical which was retained 1n the PRG screen

Best Available Copy
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Table 2.13 (Page 27)
The abbreviation “na” 1s given for Am-241 under the S/K test for normality Please
footnote the table with a relevant description

Susurface Soils (Page 31)
The first full sentence on this page refers the reader to a non-exastent Section 2 8
for further discussion

Application of Professional Judgment (Page 31)
For benzo(a)pyrene the 95UCL, calculated using a bootstrap methodology, 1s
compared to the WRW PRG value The document does not show results from the
distributional testing for this analyte that supports use of the nonparametric
bootstrapping statistics The underlying distribution (normal, lognormal,
nonparamectic) for this data set should be shown prior to calculating a 95UCL
value

Tables 2 15 to 2.17 (Page 33-35)
The purpose of including these tables 1s unclear The paragraph immediately
preceding Table 2 15 states

“Only compounds listed 1n ALF were assessed for the nisk assessment, per
agreement All analytes listed in ALF had toxicity factors Tables 2 15
through 2 17 list analyte[s] with no PRGs i1n ALF ”

It 1s assumed that this 1s a listing of non-ALF chemicals that will not be addressed
by this risk assessment or in this PAM  There 1s, therefore, no reason to present
these tables 1n the body of the nisk assessment, as 1t may lead to confusion They
may be better placed as an appendx, if deemed necessary It 1s assumed that these
individual records are already presented in one of the appendices that lists
comprehensive summary statistics for all analytes by media.

Additionally, several of these analytes (calcium, magnesium, potassium, silicon,
and sodium) have already been addressed in Section 2 3 1. The discussion of
whether or not these are ALF-chemuicals 1s relevant to their inclusion

However, 1if toxicity factors exist for some of these analytes found in the soil at the
solar ponds, then PRGs/ALs could be calculated For example, thalllum and ethyl
acetate are listed in these tables, but have oral RfDs in IRIS Additionally, HEAST
has numerous values that could be used to derive PRGs for the radionuchides

Tables 2.18 to 2.20 (Pages 36 & 37)
There 18 a footnote on these tables that indicates the data were calculated using
bootstrap resampling methodology It 1s unclear as to what 1n these tables would
have been denived using bootstrapping, since they present only summaries of count
and detection frequency for each COC
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Section 3.1 — Future On-site Land Use (Page 38)
This section contains a statement about the presence of Preble’s habitat at the site
If this 15 incleled, then the nel assessment sheuld explain how this will be
adir>ssed,r ' cthanigny>  zo'us'ua 2 whenideatil g exposwe; . ways
a3 recepto

Tutare G- e ™V 2 0 Pogl 38)
"neerindy ul s tef e volhor will spene ~0% of each ) outaoors ac <l the
Site with an cmphasis near the watershed areas 1his language refers to a con. 2pt
that may be part of upcoming CRA discussion, but that has not yet been agreed to
For example, someone conducting a prairie dog survey would not be expected to
preferentially visit the watershed areas For the purposes of the SEP nisk
assessment, 1t 15 assumed that random exposure may occur across the entire AOC,

with no nreference towards a specific sub-location The sentence should be
removed

Section 3 3 — Exposure Scenarios (Page 42)
I'he receptors for evaluation 1 the CRA are still undergoing negotiation

Therefore, 1t 1s premature to state that risks to off-site receptors “wall be addressed
n the Site CRA”

Section 3.4 — Exposure Point Concentrations (Page 45)
In the first paragraph, the text states that problems arise with assuming
lognormality when data are not lognormally distributed Please expand this
discussion by referencing the types of problems that are known to occur, rather
than just making this simplc statement

Section 3 4 — Exposure Point Concentrations (Page 46)
In the first paragraph on page 46, please provide more details on the bootstrapping
methods that were uscd for the SEP risk assessment [ here are many different
variations of the bootstrap method that have been developed According to several
sources, the number of bootstrap samples appropriate for developing reliable
confidence limuts depends on the statistic of interest and the acceptable error in the
mterval A minimum of 1,000 replicates 1s generally recommended and was used
for the SEP nisk assessment Confirm that 1,000 rcplicates was sufficient to
characterize the statistic of interest

Table 3 3 (Page 47)
It would be much more helpful to have a table that shows the underlying data
dustribution determined for each chemical, as well as a column summanzing the
final EPC value used for the risk calculations In some cases (e g , Americium), the
EPC value dcfaults to the maximum detected concentration  Thus 1s not always
clear to the reader and a summary column would eliminate potential confusion

Uranium 1s listed 1n this table, but was not brought through the COC selection
process Based on the final risk values shown at the end of the document, uranium

Best Available Copy
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could very well end up bemng elimimated a priorz as a COC Thus analyte should
follow the same procedures established for the other analytes 1n this risk
assessment

Table 51 & 5.2 (Pages 56 & 57)
‘Why don t the HI values presented 1 Tab'e 5 1 (by medrum) match the HI values
shown i Table 5 2? For example, Table 5 1 shows a dermal HI for surface seil of
0 008, whereas Table 5 2 has a summed dermal HI for surface soil of 0 006

Section 5.4.2 (Page 61, First Paragraph)
Change “assign” to “assigned”

The text states that “distributional testing was also conducted for mdividual surface
so1l COCs using the Shapiro-Wilk test on the data and Ln-transformed data ” This
statement does not accurately reflect what was presented 1n earlier portions of the
text

Section 5.4.2 (Page 61, Third Paragraph)
This paragraph mdicates that, “The Bootstrap method was used to calculate UCLs
for the SEP Risk Assessment’ This statcment 1s confusing, because 1n fact, the
bootstrap method was only used to calculate UCLs for those analytes that were
determinced to have non-parametric distributions and sampling sizes greater than 30
If this section 1s designed to compare UCLs calculated via multiple methods,
simply state that Do not confuse the reader by implying that the presented values
were used to calculate site risks

The table 1s footnoted that the lognormal statistics were not applicable for some of
the analytes, since their distributions were not lognormal at the 0 05 level Itis
unclear which of the five tests this determination was based on  This same
evaluation was not performed for the assumption of normality  Of the chemicals
presented, none were determined to have normal distributions in Fable 2 10,
therefore, comparing the bootstrap or geostatistics value to this “normat™ UCL95
value and declaring a similanity 1s mappropnate, since 1t has already been
determined that the assumption of normality for this dataset 1s inappropriate In
fact, since the default 1s to assume a lognormal assumption, 1t seems more
appropriate io compare the bootstrap and geostatistical values to the lognormal
UCL
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EPA Comments
on the 2™ Draft Final Human Health Risk Assessment
dated Decembeai Z0dz for the Solar Evaporation Ponds

EPA Toxi- ~'cgier 72 "
General ©-mment
1

Oddly enough, this raviior apge. s fo pe forther away from compietion than the
previous dratt  There are still @ number of errors in the report which need to be
conected However, my mgjor concern is with the process used to determine
distibution shapes and exposure point concentration terms for the contaminants
of concem (COCs) Instead of following the simpler, straight forward approach
recommended by EPA and CDPHE in previous meetngs and memorandums, the
documen, uses an Gy erly complex and in my opinion, unnecessary apnroach for
testing disinbution shcoes, and presents the results in an incomplete and
confusing manr sr In addition, the credibility of the document is not enhanced
by numerous sections cnhicizing the methodologies recommended by EPA and
CDPHE My specific comments are as follows

Specific Comments
1 Page 24, Section 2 3 5 Data Distribution Testing

Instead of using one statistical test for normality, the authors used five If DOE
chooses to spend the time and resources pursuing this level of detall, | have no
problem However, each test was intended to be used for different types of data
sets with different detechon limits, distnbutions, sample size, etc This 1s not
explaned in the document  As wnitten, the document gives equal weight to all of
the tests The second bullet on page 24 states that two or more "no" results for the
tests indicates that the data did not conform to the distrnibution being tested  This
is not a very useful or technically accurate guideline if the two tests with the *no”
results are inappropnate for the specific data sets being tested This section needs
10 be revised |'ve outlined two approaches below which would result in a
document satisfactory o both EPA and CDPHE

@ Simplify the approach for testing distnbution shapes as recommended by
EPA and CDPHE in previous meetings Specifically, use one test for
normality for samples sizes less than 50, such as the Shapiro-Wilks, and use
one test for samples sizes greater than 50, such as the Shapiro-Francia test
Follow the diagram provided by CDPHE in interpreting the results of the test
Specifically, if the results iIndicate the data set is normail, then use the
normal distnbution  If the results are not normal, then test for lognormality
If the results iIndicate lognormality, then assume lognormahity If the results
are neither normal, nor lognormal, then assume they are non-parametnc
Sample sizes less than 30 are to be freated as lognormally distnbuted
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e Use a more complex approach utlizng multiple tests for testing distribution
shapes The major problem with the current draft 1s that multiple tests are
used, however, no effort was made to evaluate the appropriateness of
the tests 1o the site-specific cata sets We recommend that DOE use tha
new EPA ProUCL (Version 2 1) software  The sotware will run multiple tests
evaluahing disvibuiicn shages, .ecemmend the aopropricte aistib ution
for each speciiic data set and calculate the exposure poirit
concentrahion basad on the recommended distnbution

The third bullet on page 24 states that the data are to be treated as non-
parametnc when the results indicate that both the normal and lognormail
distnbution apply We don't agree with this decision rule  [If the data are shown
to be normal, then assume a normal distnbution Do not proceed with any
further testing Data sets for which either the normail or lognormal distnbutions fit
are exhibiing low vanabiity  The choice of the normal distnbution 1s not only
reasonable, but it 15 also fo the advantage of the regulated party

The 4t bullet on page 24 states that radiological data with zero and negative
concentrations are considered normal or non-parametnc | agree with this
approach

2 Page 25, Surface Soil Data Evaluation

The 2nd paragraph states that none of the surface soll COCS were classified as
normal or lognormal  Yet, Table 2 16 shows arsenic as being normally distnbuted
This sentence needs to be revised

3 Page 44 4t bullet

The fourth bullet references a 1991 EPA guidance which is outdated and has
been superceded The paragraph should be revised to explain that the
equations and parameters for the radionuclide external exposure pathway are
taken from the October 2000 Soil Screening Guidance for Radionuchdes User's
Guide

Also, note that the mass loading factor used in Tables 3 1 ands 3.2 has
changed back to the 50 percentile value In the last draft final we reviewed,
the mass loading value was consistent with the RSAL Task 3 report  Although |
think this 1s a more realistic value, you and Carl should be aware that it will be
different and be prepared to respond to the public

4 Page 45, Section 3 4 Exposure Point Concentrations

The first sentence under this section appears to have escaped the revisionists
pen from earlier rounds The sentence should state that the exposure point
concentration is the 925 UCL on the anthmetic mean Period The clause
“assuming normahty" 1s an error and should be deleted
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The 7" hne down in the first paragraph 1s written awkwardly, if not erroneously
It states thet ¢ ~2cme’ <= me~n and 95UCL ae colculated when data

distnbuhc - =y~ osvr-ctobke'ogror “rssen‘enteshol dherevisd
tostate tb - -7 mzanane $5° t2ttansts med dataars
calculciea v etis . 3l il o Lo oWl s of exposure pu
S0 e o ¢ ognenaldatacess =mould be re-cnecked
because ' ~ .. » 1 =+ the . nerrasii |, sarked O ferences

5 Page 46, 1 full paragraph

Note EPA and CDPHE are requesting that the liner data be combined with
the surface soil data within the SEP  In that event, this comment is no longer

specific to the iner data, but this should not preciude a revision to Table 3 3 to
clarify the =>»*

The 9t ine douwn in the 1 full parag aph states that lognormatity was assumed
for all final COCs in iner matenal bosed on direction from EPA, CDPHE to assume
lognormality for all data sets w th less than 30 samples This is correct However,
this sectior 1s written in a cor® Jsing manner and 1t 1s not easy to see what was
actually used as a concentrction point exposure term  The easiest way to
resolve the confusion i1s to revise Table 3 3 in Sechon 3 4 adding columns to
clearly show the distnbution shape assumphon used in the calculation for each
ancdlyte as well as the actual exposure point concentration term chosen A
footnote should be added to the table explaining the policy decision

The last paragraph on page 46 contains a typo in the 5t ine  “UCLf or"
should be “UCL for"

é Page 47

The 15t paragraph explains that the maximum value of 8 1 was used as the
EPC for amencium instead of the 95% UCL This should be shown on Table 33 in
an additional column

The last sentence on page 47 states that all COCs in surface soil had non-
parametnc distnbutions Table 2-10 on page 25 shows differently The sentence
should be revised

7. Page 49, Table 34

The nsk equation for external radiation nsk 1s missing the gamma shielding
factor

-l Best Available Copy
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8 Page 53, Table 4 1, Toxicity Factors

The 3« column in Table 4 1, labelad "DAF fraction” cppears tc confuse a
dermal absorction srechon, whicn s a vanable in the exposure equation, with a
gastrointestinal csorotion efficiencies wh cn are used to adust the oral ioxic &7
values Exhibort 4-11n EPA's 2002 Dermal Guidance miovices absophon
efficiencies of 2 5% for both cadmiwum and <hromium  These values spouid be
used to adjust the toxicity values If an absorprion efficiency is 50% or grea.er,
the toxicity value should not be adjusted

9. Page é1, 2 paragraph

The second paragraph implies that the methods recommended by EPA and
CDPHE to test for distrbution and calculate the exposure point concentration
term are inappropnate This does not add to the credibility of the report and
should be deleted from text

EPA Statistical Review:

1 Section 1.0, Page 1, last sentence. Ecological risk is not addressed in this
human health risk assessment (HHRA), but will be addressed in the future
The proposed remedial action is to bulldoze the earthen berms and cover the
asphalt iners of the Solar Evaporation Pends (SEP) as soon as regulatory 1s
obtained Regulatory approval would follow a finding by the Colorado
Department of Public Health and the Environment (CDPHE) and U S
Environmental Protection Agency (EPA) that human heailth risks are not
significant and no excavation of contaminated soil or liner matenal is required
The intended remedial action does not address the possible outcomes of the
ecological nsk assessment, including the possibility of significant risk to an
ecological receptor These 1ssues should be addressed

2 Section 1.1, Page 2. This section states, “Contaminated hiquids apparently infiltrated
into subsurface soil * This statement i1s unclear The word “apparently” should be
deleted

3 Section 2 1.1, Page 8 Only 15 asphalt liner samples were collected for metals and
radionuchides Yet in the summary on page 10, data quantity 1s stated to be
acceptable for HHRA purposes It is not clear how 15 samples can meet the data
quality objective (DQO) Liner data should be combined with surface soil data

4 Section 2 1.2, Page 10 A previous submittal dated September 11, 2002, included
responses to CDPHE and EPA Comments on the Solar Evaporation Ponds Project
in that document, 66 samples per the Gilbert equation power calculation (13 23) was
determined as the minimum sample size necessary to characterize surface soil
radionuclides This Gilbert equation uses the median rather than the 95 upper
confidence level (UCL) and therefore is not conservative
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The new method, that calculates relative errors as the difference between the PRG
or action level and the mean or 95UCL, resuits in only one sample being required
The MARSSIM method results in 13 samples being required An order of magnitude
difference between thes +  ~ -=sults is caus= - -or skepticism regarding this approach

1o pezrs hat cCeoaet rd HHRA 13 a0 atterpt to justify the

collection of only 1€ -

3¢ @s Tne present strateg attznrots to discount the
nead tor crlcul- 1, - S ' ‘oanyprecisionkty sem s 2ine -he large
difference batwaen s o < the preiminary reniediawar oo PRG) associated

with a nisk of onie in hundrea thousand (1E-05) However, the straiegy fails, because
not enough samples have been analyzed to rehably estimate the 95UCL

As an example, if the Gilbert equation requires 66 samples to estimate the median of
a lognormal distribution with a relative error of 10 percent and confidence of 95
percent, the lognormal vanance can be back calculated as 0 156 Substituting this
vanance and assuming the number of samples required 1s 1, the Gilbert equation
can be solved for d, the relative percent error (same as beta * 100 percent) allowed
The answer 1s 116 9 or ~117% Because power=1-beta=1-117=-017, one
sample has no power to determine the 85UCL

All power calculations should be recalculated in a manner consistent with standard
statistical practice per the previous submittal but on individual PCOCs

Also, an alternative approach should be considered If the Liner data are combined
with surface soll data typically resulting in ~85 samples per PCOC, the DQO wilt be

considered achieved and Section 2 1 2 Power Calculations should be removed from
the nsk assessment

Figure 2.6, Page 20. It i1s unclear why potential contaminants of concern (PCOCs) at
concentrations corresponding to less than 3E-05 were deleted from further analysis If
the target risk level is 1E-05 The rationale for elminating these PCOCs from the
analysis should be provided

Section 2 3 5,Pages 23-27. Using five tests of normality in a weight-of-evidence
approach 1s acceptable However, requiring 4 of 5 tests to be “yes” is too stringent,
three of five tests should be acceptable Some of the normality tests chosen are
questionable in terms of power and sample size As such, the tests should not be
given equal weight as they have been

The third bullet on page 24 1s incorrect as stated, and the final distribution in Tables
2 8, 29 and 2 11 are also incorrect In many instances These tems should be
corrected

An alternative simpler approach is recommended One test, the Shapiro-Wilk W test
1s sufficiently stringent to be acceptable by itself Many standard statistical packages
give the probability (p) of fit of the Shapiro-Wilk W test Also, the Shapiro-Francia
test i1s an extension of the Shapiro-Wilk test good for sample sizes up to 2000 The
Lilliefors test 1s also acceptable for sample sizes > 50 ProUCL v 2 1, freeware, can
perform the Shapiro-Wilk W and Lilliefors tests
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Section 2 37, Pages 33 to 35 and Tables 2.15 to 2 17. It s stated that only
compounds listed in ALF were assessed for the HHRA The text does not include
which compounds were dropped or why, If all parameters are available to calculate
risk, the compounas were dropped This .nformation shouid be incluaed

8 Section 3.4, Page 46, First Paragraph, Most boctstrap ‘exts mention 1,000 or 2,000

10

11

replications as sufficient Five thousand, 10,000 or more would be better, but resuits
would probably be only shightly greater An adequate number of rephcations may be
found with a decision rule such that doubling the number of replications results in a

numerical change of say only 1 percent or whatever 1s deemed acceptable There is
no hard and fast rule on the percentage chosen

A check that 1,000 replications are sufficient should be conducted by performing
more until the final result agrees to within 1% of the previous result

Section 3 4, Section 3 4, Page 47, first sentence and Table 3 3. The text states
8 1 pCy/g for Amencium-241 was used {o calculate nsk However, the maximum
value In Table 3 3 1s given as 8 19 pCi/g which rounds to 8 2 pCi/g Only the final
answer In all nsk equations should be rounded in accordance with standard practice

Section 5.4, Pages 58-59, Section 5 4 3, Page 65 and Section 6.0, Page 66, Last
Bullet. This section and the summary stress the uncertainties associated with
conservative assumptions in the HHRA and states that actual nsks may be lower
However, chemicals that are not on the Action Levels and Standards Framework for
Surface Water, Ground Water, and Seci (ALF) hist are not evaluated In addition,
chermicals without toxicity values are not evaluated The HHRA states that this adds
a degree of uncertainty to the nsk assessment, failing to acknowledge that this may
result in actual nsks being higher

A statement should be added that acknowledges nisks may be higher as a result of
not evaluating chemicals

Section 5.4, Page 61, second paragraph and Table 5.5 This paragraph states
that “good spatial correlation” occurred among the COC data that, in turn, dictates
use of geostatistics This conclusion negates everything presented previously in this
HHRA where classical statistics were employed Considering that the pattern of
historical contamination was probably randomly located spills as opposed to
continuously distributed spills, both classical statistics and spatial statistics have
some merit, but neither 1s perfect

The three paragraphs beginning with "In addition, a Geostatistical Spatial Analysis "
leading to the subsection Mass Loading and Air Exposure Concentrations should be
removed from the nisk assessment A discussion of the differences in UCLs obtained
by the different statistical methods could be included in the Uncertainties section of
the nisk assessment In any case, since none of the COCs in Table 5 5 were
normally distributed as shown in Table 2 10, the normal column In the table 1s
irrelevant and should be removed
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The three paragraphs beginning with "In addition, a Geostatistical Spatial Analysis "
leading to the subsection Mass Loading and Air Exposure Concentrations should be
removed from the nsk assessment A d'scussion of the differences in UCLs obtained
by the different ctatistical methods could be ncluded in the Uncertainties sectior of
th r ~ssessment ihany case sincs non2 of the COCs in Table 5 5 we

ner a1t und ccshowr inTsh e 2 70 the ne, e ol ninthe table s
irrelevant 217 shauld he removed

Additional Comments on Appendix A

Time constraints necessitated that review of Appendix A be confined to one
important COC, Americium-241 There are unresolved issues with the database being
used for the risk assessment as enumerated below Numerous apparent errors were

found suggesting a disconnect between Appendix A and the risk assessment text and
tables

1  Appendix A, Table A 3 - Solar Evaporation Ponds AOC Analytical Resuits for
Surface Soils Radionuclides, Page 1 and Table A.13a

There are 69 Americium-241 surface soil samples in the Appendix A database Gannett
Fleming (GF) also prepared a database for the Rocky Flats SEP The GF database has
54 Americium-241 surface soil samples The largest Americium-241 concentration

reported in Appendix A 1s 130 pCi/g The largest Americium-241 concentration reported
in the GF database i1s 220 pCi/g

These data discrepancies should be explained before any confidence can be placed in
the Appendix A database

Assuming the database in Appendix A is correct, Americium-241 i1s lognormally
distrnibuted according to the Shapiro-Francia test (p = 0 07) The anthmetic mean 1s 8 69

pCi/g as reported in Table A 13a  But Table 3 3 in the RA reports 8 11 pCi/g as the
mean

All numencal inconsistencies between Appendix A and the nisk assessment text should
be resolved A column should be added to Table 3 3 citing the source of the S5UCL
concentration (hormal, lognormal, bootstrap)

2 Appendix A, Table A.5 Solar Evaporation Ponds AOC - Analytical Results for
Liner - Radionuclides, page | and Appendix A. Table A.13b Solar Evaporation
Ponds AOC - Summary Statistics for Detected Analytes in Liner

Six of 15 Americium-241 Liner samples show a lab result qualifier as "<" which would
seem to indicate the samples are non-detects The magnitude of these results also
suggests these samples are non-detects with two levels of censoring (0 003 and 0 005
pCi/g) However, Table A 13b indicates 100% detections for these 15 Americium-241
Liner samples Also, Table 2 19 page 37 of the RA indicates these data are non-detects
by reporting a detection frequency of 60% These discrepancies should be corrected
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The same discrepancies occur for Liner COCs other than Amerncium-241 These should
also be corrected

3 Appendix A, Taeble A,24-A 79

No Liner results were fourd in trese backgrouand comparison tables The use of surface
soil background as "surrogate” Liner backgrouna as stated on page 28 of the nsk
assessment 18 inapptopriate and unacceptable Hcwever, since the Liner samples are
to be combined with the surface soil samples to meet the DQO, the use of background
surface soil for the background comparison will then be acceptable

4 Appendix A
No background data were found Reference Is made to documents containing
background data in the nsk assessment Ali data used in the risk assessment should

appear somewhere In the nisk assessment or appendices

A Table of Contents should be added to Appendix A to help the reader more easily
access the data




