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1.0 EXECUTIVE SUMMARY

The United States Department of Energy (DOE), the U S Environmental Protection Agency
(EPA) and the Colorado Department of Public Health and Environment (CDPHE) are calculating
surface radionuchde soil action levels (RSALSs) for plutonium, americium, and uranium that will
guide so1l remediation during the accelerated cleanup of Rocky Flats These action levels will
replace the levels established by the DOE, the EPA, and the CDPHE (the agencies) in the 1996
Rocky Flats Cleanup Agreement (RFCA)

Thas report, Task 3, 1s the last of five reports that were prepared during this review and
represents the culmination of the information developed 1n the other four reports These other
reports are Task 1 Regulatory Analysis, Task 2 Computer Model Selection, Task 4 New
Science, and Task 5 Determining Cleanup Goals at Radiologically-Contaminated Sites

The Task 3 Report discusses the exposure scenarios that the agencies are using for the
calculation of the surface RSALs, as well as the methods of calculation, the associated mput
variables, and the results of the calculations and effects of uncertainties Dose calculations were
performed using the RESRAD 6 0 (Residual Radioactivity) model and risk calculations were
performed following EPA’s Standard Risk Methodology Four exposure scenarios are addressed
1n this report Wildhife Refuge Worker, Rural Resident, Open Space User, and Office Worker A
fifth scenario, the Residential Rancher 1s examined to 1llustrate the comparability of analytical
approaches between this work and earlier work performed by Risk Assessment Corporation
(RAC) Plutonrum (Pu), americium (Am), and uranium (U) (depleted and enriched) activity
concentrations 1n surface soil were calculated for a 25-millirem (mrem) annual dose and for
concentrations within EPA’s target risk range of one 1n ten thousand to one 1 one million

(10" to 10) cancer mcidences for various land use scenarios In addition, non-cancer risk
calculations were performed with EPA’s Standard Risk Methodology for total uranium In order
to account for the contribution to dose and risk from multiple radionuclides present 1n the
environment, the RSALs were adjusted with a sum-of-ratios method The sum-of-ratios method
1s presented i Chapter 5 of this report

This document has undergone extensive technical peer review and comments have been
mcorporated The agencies will select RSALs based on the results of the analyses 1 this final
report The analyses will also provide a basis for establishing final cleanup levels at Rocky Flats,
taking 1nto account other factors, such as the effort to clean up “as low as reasonably achievable”
and impacts to long-term site stewardship

The RSAL Working Group recommends that the final RSALs be selected from the probabilistic
RSAL:s calculated for the Wildlife Refuge Worker and the Rural Resident scenarios The
outcome of the probabilistic risk assessment for each scenario 1s a distribution of potential
health-protective RSALs Based on the evaluation of variability and uncertainty performed 1n
Chapter 7 of this report, the RSAL Working Group recommends that RSAL values between the
10" and 5™ percentiles of the distributions be selected as representative of the reasonable
maximum exposed (RME) individual at the Rocky Flats site
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Tables 1-1, 1-2, and 1-3 give examples of adjusted RSALs for plutonium, americrum, and
uranium selected from the 5™ percentile of the RSAL distributions using the probabilistic dose
and risk approaches for the Wildlife Refuge Worker and Rural Resident scenanos For the
Office Worker and Open Space User scenarios, the RSALs presented below were calculated
using a point estimate approach The RME corresponds to the single point estimate RSAL

Table 1-1 Dose- and risk-based RSALS for plutonium m surface soil adjusted by the sum-of-ratios
(SOR) method (pCv/g) '

Target Risk Levels 25-mrem
Land Use Scenario " " ” Annual
10 10 10 Dose
Wildlife Refuge Worker® 908 91 9 780
Rural Resident — adult® 183 18 5 231
Rural Resident — child 251
Office Worker’ 655 65 7 1,598
Open Space User — adult’ 960 06 10 3,617
Open Space User — child® 1,205

'Accounts for additional activity from Am using a sum-of-ratios method, and assumes that the Am Pu activity ratio
equals 0 182 and that only Am and Pu 1s present

2Probabilistic results — reasonable maximum exposure (RME) corresponds to the 5t percentile of the RSAL
distribution

*Pont esttmate results — RME corresponds to the single point estimate RSAL

Table 1-2 Dose- and risk-based RSALSs for americium 1n surface so1l adjusted by the SOR method

(pCvg) '
Target Risk Levels 25-mrem
Land Use Scenario » . p Annual
10 10° 10° Dose

Wildlife Refuge Worker’ 165 17 2 142

Rural Resident — adult? 42
5 33 3 03

Rural Resident — child 46

Office Worker’ 119 12 1 291

Open Space User — adult® 658
3 175 17 2

Open Space User — child 219

'Accounts for additional activity from Pu using a sum-of-ratios method, and assumes that the Am Pu actwvity ratio

equals 0 182 and that only Am and Pu are present
Zprobabilistic results — RME corresponds to the 5™ percentile of the RSAL distribution

*Pomnt estimate results - RME corresponds to the single pont estimate RSAL

SOR = sum-of-ratios
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Table 1-3 Probabilistic nsk- and dose-based RSALSs for uranium m surface soil adjusted by the SOR
method (pCv/g and pg/g) ' *

Radionuchde Land Use Scenario 10" Target Rusk Annual Dose
DU’ EU* DU’ EU*
Wildlife Refuge Worker 1,636 36 915 81
U-238 Rural Resident — adult - 3 173 113
Rural Resident — child 194 126
Wildlife Refuge Worker 23 54 13 122
U-235 Rural Resident — adult ) 5 25 17
Rural Resident — child 28 19
Wildhfe Refuge Worker 678 817 379 1,826
U-234 Rural Resident — adult 5 72 254
Rural Resident — child 32 7 80 284
Uranium i Wildlife Refuge Worker 2,750 NA NA
(non-cancer’) | Rural Resident 458
'Probabilistic approach, nsk to reasonable maximum exposed (RME) mdividual corresponds to the 5 percentile of
the RSAL distribution

*Umits for RSALSs for 1sotopes 238, 235, and 234 are pCi/g, umts for RSALs for non-cancer risk are pg/g

*The SOR RSALSs for depleted uranium were calculated for an 1sotopic ratio of 70 1 29 for U-238 U-235 U-234
“The SOR RSALSs for enriched uranium were calculated for an 1sotopic ratio of 4 6 90 for U-238 U-235 U-234
NA = not applicable for the dose-based calculations, DU = depleted urantum, EU = enriched uranium,

SOR = sum-of-ratios
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2.0 INTRODUCTION FOR CALCULATION OF SURFACE RSALS FOR PLUTONIUM
AND AMERICIUM

The agencies are proposing new RSALs for surface soil for plutonium, americrum, and uranium
to guide the cleanup at Rocky Flats These RSALSs will replace those levels established in 1996
(current RSALs) The RSALs are the activity concentrations of radionuclhides 1n soils that, 1f
exceeded, trigger an evaluation, a remedial action, or a management action New RSALs are
being proposed for a number of reasons, mncluding

e The RFCA requires periodic review of action levels

e The current RSALs have been controversial among local governments and community
members

e A draft EPA radiation site cleanup rule that was used as the basis for the current RSALs
was never formally proposed or promulgated

e New technical information relevant to the RSALs has become available since the current
RSALs were developed 1n 1996, including an independent calculation of RSALs by
RAC

e Anupdated version of the computer code was used to calculate radiation dose effects
(RESRAD 6 0)

e New data and guidance are now available for the use of probabilistic distributions for
certain sensitive variables

This assessment discusses the exposure scenarios that the agencies are using for the calculation
of new RSALs, as well as the methods of calculation, the associated exposure variables and
parameter estimates, and the results of the calculations Four exposure scenarios are addressed in
this report Wildlife Refuge Worker, Rural Resident, Open Space User, and Office Worker A
fifth scenario, the Resident Rancher, was exercised to compare modeling methodologies
employed by RAC and by the agencies for this analysis

The agencies chose the Wildlife Refuge Worker scenario as the most likely land use scenario
because 1t appeared likely that Rocky Flats would be designated a national wildhife refuge On
December 28, 2001 a bill was signed mto law designating Rocky Flats as a national wildlife
refuge The Rural Resident scenario was chosen because the agencies believe that 1f institutional
controls fail 1n the future, a residential scenario represents a foreseeable land use Calculations
based on the office worker and the open space users were performed because the RFCA signed
1n 1996 listed those scenarios as anticipated future uses These scenarios were evaluated
primarily to provide a comparison to the 1996 RSALs The agencies calculated a value for a
Resident Rancher scenario using the same parameter values as RAC (wherever possible) for the
purpose of comparing the model software they employed to that used by the agencies and at the
request of members of the public, results of this latter calculation are presented as an appendix

The primary regulatory bases for the Rocky Flats RSALs stem from the Nuclear Regulatory
Commission (NRC) decommissioning rule and the Superfund law (Comprehenstve
Environmental Response, Compensation, and Liability Act) (CERCLA) For a more complete
discussion of the regulatory bases, refer to the Task 1 Report The NRC rule says that the site
should be cleaned up so that a future user will not receive a dose greater than 25 mrem/yr and
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that residual radioactivity 1s reduced to a level “as low as reasonably achievable ” Since the
NRC rule 1s relevant to and appropriate for the cleanup of Rocky Flats, the agencies performed
dose assessments to develop potential RSAL values that correspond to a dose of 25 mrem/yr
RESRAD 6 0, which 1s capable of probabilistic calculations, 1s the computer model used for that
assessment Earlier versions of RESRAD were used by the agencies mn 1996 and later by RAC
Since the 25-mrem/yr dose limit may not meet the protective risk range spelled out 1n the
CERCLA of one 1n ten thousand to one m a million (10™ to 10°), the agencies also developed
potential RSAL values based on risk using the EPA’s Standard Risk equations

Principal changes 1n methodology between the 1996 calculations and the current effort are the
use of probabilistic methodologies in the calculations 1n contrast to the purely deterministic
methods employed in 1996 Additionally, updated dose conversion factors (dose conversion
factors) and cancer slope factors were employed, and a comprehensive uncertainty analysis was
performed Differences between a point estimate analysis and a probabilistic analysis are
summarized as follows

e Pomt estimate (deterministic) — Single parameter values are used 1n an equation to
calculate a value, 1n this case a concentration of radionuchides 1n the so1l that equates to a
target dose level or risk level (e g , 25 mrem/yr or 10™, respectively),

e Probabilistic — For highly sensitive exposure variables, distributions of values are
substituted for single point values and the equation 1s repeatedly solved with computer
software that randomly chooses different values from the input distnibutions for each
iteration Hundreds or thousands of iterations are performed to produce an output that 1s
itself a distribution In this case that output distribution represents various levels of
contamination that could result 1n a target dose or risk level depending on the vanability
of important exposure variables such as inhalation rate and time spent on site

The agencies spent considerable effort in determining the sensitive exposure variables,
evaluating 1f vanables should be described by a point estimate or probability distribution, and
entering those 1nputs nto the selected dose and risk modeling equations This report provides
the results of RSAL calculations for the five scenarios listed above For the Office Worker,
Open Space User, Wildlife Refuge Worker, and Rural Resident scenarios, results are provided in
picoCuries/gram (pCr/g) of soil that equate to risk levels of 10,10, and 10 and to a target
dose of 25 mrem/yr

Chapter 1 has given the executive summary for the report, including the most relevant RSAL
calculations for each scenario

Chapter 2 provides a brief review of the reasons for calculating new RSALs for plutonium and
americrum at Rocky Flats, as well as an mtroduction to the point estimate and probabilistic
assessment approaches used to calculate the new RSALs

Chapter 3 provides detailed discussions of the four land use scenarios employed for both dose

and risk assessments Wildlife Refuge Worker, Rural Resident, Open Space User, and Office
Worker
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Chapter 4 gives an overview of the methodology of the dose and risk analysts, including the
calculation of an RSAL, methods and preliminary results of sensitivity analysis, and the process
for developing probability distributions for input vaniables In addition, details are provided on
the derivation of the mass loading distribution, and the rationale for the selection of cancer slope
factors and the dose conversion factors

Chapter 5 presents the results from the dose- and risk-based calculations of RSALSs for
americium and plutonium, mcluding calculations based on individual radionuchdes and the
adjusted RSALSs using the sum-of-ratios approach

Chapter 6 presents RSAL calculations for uranium 1sotopes Uranium requires additional
considerations because of an increase 1n the uptake of uranium by plants, the potential for non-
cancer renal toxicity, the vanability of 1sotopic ratios, and the sensitivity of the area of the
contaminated zone variable This requires an analysis based on the likely anthropogenic mix of
urantum 1sotopes, 1n addition to the assessment of individual 1sotopic contributions to dose and
nisk

Chapter 7 provides a discussion of the variabihity and uncertainty of the dose and risk
assessments, and the utility of this information 1 the selection of an RSAL that is protective of
the RME mdividual

The following appendices supply information about the derivation of point estimates and
probability distributions, methodologies for implementing the dose- and risk-based calculations
of RSALs, relevant site-specific data, and more detailed modeling results

* Appendix A Justification and Supporting Documentation for Input Parameters
* Appendix B Description of the EPA Standard Risk Equations

* Appendix C Microsoft Excel Spreadsheets for Risk-based RSAL Calculations and
Instructions for Use

* Appendix D Complete RESRAD Input Parameters for Dose Calculations

* Appendix E RESRAD Results (on CD-ROM)

* Appendix F PM-10 Air Monitoring Data from Rocky Flats and the State of Colorado
* Appendix G RESRAD Results for the Resident Rancher Scenario

* Appendix H Tornado Plots Showing Probabilistic Sensitivity Analysis Results for
Risk-based RSALs

* AppendixI Response to Comments

Task Report 3 6 9/30/2002




3.0. SCENARIO SELECTION FOR DOSE AND RISK ASSESSMENTS

This section describes each of the land use scenarios that were evaluated for this study A
comparison of the features of each of the scenarios 1s summarnized 1in Table 3-2 Physiological
and site-specific physical exposure variables common to all scenarios are described separately n
Chapter 4 For each scenano pathway, a sensitivity analysis was performed for mndividual
exposure pathways, as well as for the combination of all potentially active pathways to 1dentify
those exposure variables with the greatest influence on the dose and risk estimates Parameter
sensitivity was also evaluated within each pathway and for the combined pathways of the Rural
Resident scenarto, this scenario contains all the pathways whose parameters are evaluated 1n this
assessment

Figures 3-1 through 3-4 are conceptual site models that delineate potential pathways for
exposure to radiological contaminants for each exposure scenario The conceptual site models
1dentify which of the exposure pathways are considered complete, t e , capable of transferring
harmful effects from radionuclhides 1n surface soils to exposed individuals The complete
pathways are further 1dentified as either sigmficant or insignificant, based on their contribution to
the calculated dose or isk An exposure pathway describes the course that a contaminant takes
from a source to an exposed individual An exposure pathway 1s considered to be complete
when the following factors are present

* A source of potentially toxic contaminants and mechanism of release,

* A retention or transport medium,

* A pomt of potential human contact with the contaminated medum, and

* An exposure route for chemical intake by a receptor (e g , ingestion, inhalation, and
dermal contact) at the exposure point

If one of these factors 1s missing, the exposure pathway 1s mcomplete and does not pose a health
hazard Table 3-1 compares these pathways for the exposure scenarios

Table 3-1 Summary of complete pathways for each exposure scenario

Exposure Scenarios
Exposure Wildlife Open
Pathways Refuge Rural Space Office
Worker Resident User Worker
Surface water ingestion I I I IC
Surface water-dermal contact I I I IC
Soil ingestion S S S S
Soil-dermal contact I I I
Sediment ingestion I I I IC
Sediment-dermal contact I I I IC
Plant mgestion IC S IC IC
Dust inhalation S S S
External gamma trradiation S S S S
S = significant pathway, I = insignificant pathway, IC = incomplete pathway
Task Report 3 7 9/30/2002
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The agencies chose the Wildlife Refuge Worker scenario because 1t appeared likely that Rocky
Flats would be designated a national wildlife refuge Should mstitutional controls fail i the
future, a Residential scenario 1s a foreseeable land use Calculations based on the office worker
and the open space user were performed because the Rocky Flats Cleanup Agreement, signed n
1996, listed those scenarios as anticipated futures uses These scenarios were evaluated
primarily to provide a comparison to the 1996 RSALs The agencies also calculated a value for a
Resident Rancher scenario (see Appendix G) using the same parameter values as RAC, wherever
possible, for the purpose of comparing the model software used by RAC to that used by the
agencies, and at the request of members of the public

Table 3-2 Companson of exposure scenarios evaluated in this nsk assessment report '

hmit

Scenario Features Wildhfe Refuge Office Worker Open Space User Rural Resident
Worker
Radiatton dose 25 mrem/yr 25 mrem/yr 25 mrem/yr 25 mrem/yr

Risk level

Calculated at 107,
10°, and 107 target
levels

Calculated at 10 %,
10°, and 10 ° target
levels

Calculated at 10,
10°, and 10 © target
levels

Calculated at 10 ¢,
10°, and 10 target
levels

Time on-site Variable up to 250 250 days/yr, 8 hours 100 times per year Variable up to 350
days/yr, 8 hours per per day, 5 days a and 2 5 hours per days/yr at 24 hours
day, 5 days per week | week visit per day

Percent of on-site 50% 0% 100% Up to 15%

time outdoors

Life time at the site | Up to 40 years 25 years 30 years Up to 87 years

contamination after
fires

Cover over Native vegetation Native vegetation Native vegetation Native vegetation

contaminated soils

User activity level | Sedentary and active | Sedentary Active Sedentary and
active

On-site fruits or None None None Yes

vegetables

On-site drinking None None None None

water source

Windows and Closed with Closed with No indoor exposure Open during warm

doors ventilation ventilation weather

Indoor exposure 40% of outdoor rate 40% of outdoor rate None 40% of outdoor

rate from gamma rate

radiation

Increased airborne | Yes Yes Yes Yes

"This table compares the physical conditions that make up each scenario and affect the exposure that users would
recetve While there are differences between all of the scenarios, there are also conditions that the scenarios have n

common

Note See Appendix A for a detailed description of the probabilistic distributions
See Appendix C for the risk-based spreadsheet
See Appendix D for the detailed descriptions of the values used in RESRAD
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3.1 SCENARIO DESCRIPTIONS
31.1 WILDLIFE REFUGE WORKER SCENARIO

This scenario assumes that a national wildlife refuge will be established on the acreage that 1s
now Rocky Flats as a result of federal legislation signed by the President on December 28, 2001
(Public Law 107-107) In accordance with this legislation for the Rocky Flats Wildlife Refuge,
the purposes of the proposed refuge are (1) restoring and preserving native ecosystems,

(2) providing habatat for, and population management of, native plants and migratory and
resident wildhife, (3) conserving threatened and endangered species, and (4) providing
opportunities for compatible scientific research Given this legislation and the widespread
community preference for preservation of Rocky Flats as open space, the Wildlife Refuge
Worker scenario represents the most likely future use of Rocky Flats

The scenario predicates that the refuge headquarters, which could include office buildings and
equipment storage and maintenance shops, would be placed in that portion of Rocky Flats where
soils contain residual contamination It 1s assumed no visitor center would be developed at
Rocky Flats, and facilities for childcare are not included as a part of the refuge building complex

This scenarto provides that the wildlife refuge workers may be scientists, maintenance workers,
equipment operators, or other occupations that require the worker to spend 100% of work time
on-site and a significant fraction of that time (50%) outdoors The wildlife refuge workers would
spend all of their time on the contaminated area Refuge workers can be described as individuals
who work 8 hours per day, 5 days per week, and 40 to 50 weeks each year (average of

45 weeks) The area 1s considered to be undeveloped surface soil with only vegetative cover
over the contaminated soils except where buildings are present Cover from lawn grasses, which
would reduce exposure, has not been used 1n this or any other scenario Refuge workers would
perform a variety of activities where they could be directly exposed to surface or subsurface soil,
breathe contaminated dust, and be exposed to external gamma radiation Some of the tasks they
do would involve phystcal labor resulting 1n an increased breathing rate and so1l disturbing
activities, which results 1n increased dust inhalation and increased soil ingestion  Windblown
contaminated soil particles may be significantly increased during some days due to grass fires
that have occurred on contaminated parts of the refuge

In this scenario the windows and doors of the buildings would be closed during cooler seasons,
providing partial shielding from dust During time indoors, the refuge worker would be partially
shielded by the building from gamma radiation There 1s no onsite source of fruits, vegetables,
or drinking water that would be consumed by refuge workers

The conceptual site model 1n Figure 3-1 evaluates all of the possible pathways for contamination
to reach this receptor and 1llustrates which pathways are accessible to the receptor
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WILDLIFE REFUGE WORKER EXPOSURE SCENARIO
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Exposure Pathways for the Wildlife Refuge Worker Scenario

Exposure pathways for the wildlife refuge worker are 1dentified 1n the conceptual site model n
Figure 3-1 There are three exposure pathways that are considered complete and potentially
significant for the Wildlife Refuge Worker scenario igestion of contaminated soil, inhalation of
contaminated dust, and external exposure to gamma radiation from contaminated surface so1l
These three exposure pathways were quantitatively assessed in deriving an RSAL for the wildlife
refuge worker

Pathways that would not be complete or signmficant for the worker have been excluded For
instance, the consumption of contaminated garden fruits and vegetables and the consumption of
contaminated shallow groundwater as drinking water have been excluded for the Wildlife Refuge
Worker scenario because these pathways are not viable While 1t could be argued that a worker
could discover wild fruits or ingest surface water on the refuge, such incidents would be rare and
are considered unreahstic for this exposure scenario Pathways requiring consumption of meat,
milk, or aquatic food produced on the refuge (none realistically available), or those requiring
exposure to radon, trittum, and carbon-14 (attributable only to natural background) have also
been excluded

31.2 RURAL RESIDENTIAL SCENARIO

A Rural Residential scenario was chosen to represent a future user of the Rocky Flats Industrial
Area 1n the event that institutional controls fail or are not present to prevent the occupation of
areas with contaminated soils Residents considered in this scenario are adults and children who
would spend most of their time on-site and up to 15% of their time outdoors The indoor
exposure rate from gamma radiation would be reduced by the building structures, and the
contaminated dust present in outdoor air would be present in indoor air at a reduced
concentration commensurate with having windows closed during cool weather Dust 1n air
would be increased for periods following fires that burn off the accumulated vegetation

In this scenario the entire residential site and large surrounding areas are assumed to be
uniformly contaminated with plutonium and americium at the RSAL concentration values
Residents are assumed to spend 175 to 350 days per year (average of 234 days), 24 hours per
day, for 1 to 87 years (average of 13 years) The residents would live on five-acre sites with
undeveloped surface soils and native vegetative cover over contaminated soils Cover from lawn
grasses, which would reduce exposure, has not been used 1n this or any other scenario
Homegrown produce would be ingested, but no shallow groundwater would be consumed as
drinking water

Figure 3-2 provides a conceptual site model that delineates the potential pathways for exposure
to contaminants by a resident
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Exposure Pathways for Rural Resident Scenario

The exposure pathways associated with the Rural Resident scenario are ingestion of surface
so1l/indoor dust, mgestion of contaminated homegrown produce, inhalation of surface soi1l/indoor
dust particles, and external exposure to gamma radiation These four pathways were determined
by performing a pathway sensitivity analysis for a residential user and then applying the site
conceptual model to remove any non-applicable pathways

Pathways that would not be complete or significant for the resident have been excluded The
pathways of consumption of shallow groundwater, consumption of meat, milk, and aquatic food
from the site, and exposure to radon, tritium, and carbon-14 (attributable to natural background
only) were excluded because they are not believed to be viable contributors for this scenario

3.1 3 OPEN SPACE USER SCENARIO

The Open Space User scenario represents a future user of Rocky Flats who visits the site for
occasional recreation This scenario 1s one of several potential uses 1dentified in RFCA after
cleanup 1s completed This scenario describes a site that remains as open space and would not be
developed 1n the future The Open Space User scenario anticipates access by the public to the
Buffer Zone in a manner similar to other open spaces currently used nearby 1n Jefferson and
Boulder counties For example, the time an open space user spends on site 1n this scenario 1s
consistent with recent survey data from these counties (Jefferson County, 1996, Boulder County,
1995)

In this scenario, both children and adults may visit the open space 100 times per year and spend
2 5 hours per visit, all outdoors In addition, they could visit the site over a period of 30 years
No fruits, vegetables, or water originating from the site would be routinely ingested Native
vegetative cover would be present over the entire open space area, except in the aftermath of a
praimrte fire Concentrations of windblown contaminated soil particles are assumed to increase
significantly during some visits due to fires that would have occurred on contaminated parts of
the open space All areas where visitors may be exposed on site would have contamination equal
to the RSAL concentrations

Figure 3-3 provides a conceptual site model that delineates the potential pathways for exposure
to contaminants by a visiting open space user
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Exposure Pathways for Open Space User Scenario

Three exposure pathways are considered to be complete and potentially significant for the Open
Space User scenario soil ingestion, dust mnhalation, and external gamma exposure from
contaminated surface so1l These exposure pathways are quantitatively assessed n deriving an
RSAL for the open space user

Pathways that would not be accessible to the user have been excluded For instance, the
consumption of contaminated garden fruits and vegetables and the consumption of contaminated
shallow groundwater as drinking water have been excluded for the Open Space User scenario
because these pathways are not viable Pathways requiring consumption of meat, mlk, or
aquatic food grown on site, or those requiring exposure to radon, tritium, and carbon-14
(attributable only to natural background) have also been excluded

3.1.4 OFFICE WORKER SCENARIO

RFCA hsts commercial/industrial development as a possible future use for Rocky Flats An
Office Worker scenario was chosen to represent a potential future user after cleanup Office
workers considered in this scenario are adult men and women working 1n an administrative
environment, spending 100% of their time indoors Time on-site would be 8 hours per day,

5 days per week for 250 days or 2,000 hours per year Workers are assumed to spend 25 years
working at the site  Maintenance workers are grouped mto the potentially exposed population
characterized by the Wildlife Refuge Worker scenario, rather than the Office Worker scenario

The commercial/industrial development area where the offices would be located 1s the
contaminated area, most of which 1s undeveloped surface soils with only native vegetative cover
over contaminated soils Office workers would be exposed to soil indirectly via ingestion and
mnhalation of indoor dust assumed to infiltrate through the building’s ventilation system Grass
fires that burn off the vegetation would increase dust in the air occasionally The office workers
would be partially shielded from gamma radiation from surface soils due to building structures
Office workers would not consume fruits, vegetables, or shallow groundwater that originate at
the site

Figure 3-4 provides a conceptual site model that delineates the various potential pathways for
exposure to contaminants by an office worker
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Exposure Pathways for Office Worker Scenario

The exposure pathways associated with the Office Worker scenarto are mcidental ingestion of
surface soil/indoor dust, inhalation of surface so1l/indoor dust particles, and external exposure to
gamma radiation A sensitivity analysis was conducted on each of these pathways as well as on
the combination of all three pathways to 1dentify the input vanables that are most influential 1n
the dose calculations for office workers using RESRAD

The consumption of contammated garden fruits and vegetables and the consumption of
contaminated shallow groundwater as drinking water were excluded for the Office Worker
scenar1o because these pathways do not exist for an office worker In addition, the pathways
requiring consumption of meat, milk, and aquatic food grown on site, and exposure to radon,
trittum, and carbon-14 (attributable to natural background only) were excluded because they are
not applicable to the scenario

3.2 EXPOSURE PATHWAYS WITH INSIGNIFICANT CONTRIBUTIONS
TO DOSE OR RiISK

A number of potential pathway analyses have been excluded for this RSAL analysis These
pathways are excluded either because the pathway 1s not linked physically between the source
and the potential receptor, or because the potential dose from the pathway 1s msigmficant
compared to the primary pathways This section describes the rationale for excluding certain
pathways as contributors to dose or risk for future exposed individuals at Rocky Flats

Direct Contact Dermal Absorption Pathway

In nisk analysis, transfer of contaminants to a receptor through contact with the skin 1s a potential
pathway associated with surface so1l, sediments, or contaminated water Dermal contact 1s
considered to be a complete but insignificant pathway Although some receptors will have direct
contact with the soil and water, plutonium, americium, and uranium will not be absorbed through
mtact skin In all scenarios, drinking water and umigation water, 1f used, would be provided from
reliable deep wells or from commercial water systems Direct contact with surface water would
only be incidental 1n any of the scenarios

Inhalation of Gases

The presence of gaseous radionuclides, primarily 1sotopes of radon and 1ts daughter products,
provides a potential exposure route to humans At Rocky Flats, the primary sources of radon are
naturally occurring radionuclides in soil (natural background radioactivity) Although 1sotopes
of radon are ultimately produced 1n the decay chains of americium, plutontum, and uranium, the
contaminants attributable to Rocky Flats operations were mtroduced mto the environment as
relatively pure substances, that 1s, without significant decay products present In such cases, the
time required to decay to radon 1sotopes 1s extremely long, 1 € , hundreds of thousands to billions
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of years Because of the long time required, the working group considers that the exposure
pathway for radioactive gases attributable to the americium, plutonium, and uranium from Rocky
Flats 1s incomplete As such, inhalation of gases is not included as an exposure pathway m this
assessment

Ingestion of Surface Water, Groundwater, and Food

Candidate exposure routes to humans from surface water related contaminant sources include the
potential ingestion of surface water Ingestion of surface water 1s considered a complete
pathway since individuals who visit or inhabit the site could splash water into their mouths or
drink the raw water during a visit or sojourn across Rocky Flats The availability of water 1s
limited and the incidence of raw surface water ingestion by any of the users defined 1n these
scenarios would be rare, resulting 1n an mnsignificant pathway Surface water flow rates 1n the
streams affected by surface contamination are expected to vary such that both the quality and
quantity would be mnsufficient as a source for drinking or other domestic purposes

Potential contaminant exposure routes for groundwater include oral ingestion of lower or upper
groundwater layers Groundwater contribution to dose and risk 1s considered part of an
mcomplete pathway The only exposed individual who would potentially use shallow
groundwater, as a drinking source would be the rural resident This scenario does not assume a
subsistence existence, but assumes nstead a rural resident who lives on a five-acre plot and uses
potable water derived either from a deep well or from a domestic water system

A recent white paper (RMRS, 2001) concluded that 1t might be possible for wells at Rocky Flats
to provide sufficient quantities of water to serve as a primary source of drinking water

However, the study was limited to looking only at the potential yields of wells that were
unaffected by any other withdrawal of water from that same shallow source, and included
imported water now leaking into and potentially contributing to the shallow water table The
working group concluded that such wells could not provide enough water for domestic use on a
sustained basis The potentially contaminated shallow groundwater supply would not be
sufficiently rehable to be used routinely nor would such use be legally acceptable practice In
none of the scenarios defined would the exposed individuals be expected to have access to or use
groundwater Neither the surface water nor groundwater pathways are quantitatively assessed 1n
the four scenarios

The 1ngestion of contaminated fish, meat, and dairy products 1s an incomplete pathway 1n all
scenarios and will not be quantitatively assessed Fish living on site 1n the ephemeral streams are
too small to be fished or eaten Livestock grazing would not be viable on the small plots
allocated for the rural resident, except when fed large quantities of purchased grains and hay
grown elsewhere The uptake of contamnants by livestock through limited incidental grazing 1s
not likely to be a significant contributor to potential dose These pathways are considered
incomplete and will not be quantitatively assessed
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3.3 SOLUBILITY OF PLUTONIUM AND AMERICIUM

Plutonium and Americium in Water

The mobility of environmental plutonium and americium 1n water 1s severely limited due to the
extremely low solubility of these materials At Rocky Flats, the plutonium 1s commonly
1dentified as weapons-grade plutonium Americium 1n this environment 1s associated with the
same material, as a result of in-growth (decay) from Pu-241 to Am-241 The RESRAD
groundwater transport calculations treat plutontum and americium separately, and need to be
performed with care to adequately represent the behavior of weapons-grade matenal containing
both If the distribution coefficients for the two matenals are treated as though they are pure
materials, the contribution of americium from a weapons-grade mix will be overestimated

Actimde migration evaluation (AME) at Rocky Flats have shown that the plutonium found n
surface water 1s transported not as dissolved molecules but as particles of plutonium oxide
attached to colloids of organic matenal smaller than a 0 45 micron pore-size filter (Kaiser-Hill
Inc,LLC, 2002) Typically, elevated concentrations of plutonium that have been observed i
surface water runoff are not observed downstream of the detention ponds at the site The
detention ponds are very effective 1n reducing the concentration of plutonium, due to settling of
the particulate matenal into the pond sediments
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4.0 SELECTION OF INPUT PARAMETERS FOR DOSE AND RISK CALCULATIONS

Potential RSALs were calculated based on both effective dose (hereafter, “dose”), an estimate of
damage to the body from 10nmizing radiation, and risk, the likelihood of getting cancer (and non-
cancer from uranium) due to the modeled exposure scenario The dose-based calculations were
performed using the equations and variables 1n the RESRAD computer model (verston 6 0), and
the nisk-based calculations were performed using EPA’s Standard Risk Assessment Methodology
(US EPA, 1989, 1991, 2001b) The spreadsheet calculations used to implement the Risk
Assessment Guidance for Superfund (RAGS) will be referred to as the Standard Risk equations 1n
this assessment report Risk methods use mathematical formulas to estimate the average daily
amount of contaminant that a hypothetical individual 1s exposed to, whereas dose methods
estimate annual exposure With the dose assessment method, the amount of exposure 1s
multiplied by a dose conversion factor to determine a predicted dose With the risk assessment
method, the amount of exposure 1s multiplied by a cancer slope factor to yield a risk estimate
Appendix D describes the RESRAD model and parameter values for each exposure variable
Appendix B describes the equations and vanables used in the risk-based approach for each land
use scenario (e g , Residential, Wildlife Refuge Worker) and for each exposure pathway (e g,
so1l ingestion, mnhalation) A summary of the point estimates and probability distributions for
each exposure varnable 1n the risk approach 1s presented in Chapter 4 An example of a risk-
based RSAL equation for soil ingestion 1s shown in Equation 1-1 below

RSAL = TCR Equation 1-1
SE,,; xSIRx EF x EDxCF
where,
RSAL = Radionuclide Soil Action Level (pCr/g)
TCR = Target Cancer Risk (unitless)

SFerat = Oral Slope Factor (risk/pCi)

SIR = Soil Ingestion Rate (mg/day)
EF = Exposure Frequency (day/yr)
ED = Exposure Duration (years)

CF = Conversion Factor (0 001 g/mg)

The equation consists of three exposure variables (soil ingestion rate, exposure frequency, and
exposure duration), a toxicity variable (SFor)), and a TCR, such as 10°  These vanables can be
described by either single values or by a range or distribution of values For example, the
number of years an mndividual may reside on a contaminated site can be described as 30 years or
as a range from 1 to 87 years Target cancer risk 1s a risk level of concern typically based on
site-specific information

If the RSAL 1s calculated using only single values or point estimates to represent each variable,
the calculation 1s referred to as a point estimate approach (also called deterministic approach)
The output or RSAL value from this approach will be a single value If one or more of the
variables 1n the equation are represented by a distribution of values, otherwise known as
probability distributions, the calculation 1s referred to as a probabilistic approach  When one or
more of the equation mputs are probability distributions, the output will be a distribution of
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RSALs While this example focuses on a risk-based calculation of an RSAL, the same concepts
apply to the dose-based calculation of RSALs The distribution of RSALSs provides mformation
on the vanability in potential soi1l action levels, each of which yields a specified nisk level of
concern Figure 4-1 1llustrates the conceptual approach to a probabilistic model that uses Monte
Carlo simulation to characterize nter-individual variability in exposure A series of mput
vanables are described by probability distributions, which are combined 1n a mathematical
function for calculating an RSAL, resulting 1n a distribution of RSALs

Probability Distribution for Random Varnables

? * A\
PR TR
; xx / i *ﬁ{uﬁ«%
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1 Vz Vn

‘ RSAL = f(V,,V,, ++¢ V ) x Toxicity

v

Probability T

Figure 4-1 Conceptual model Monte Carlo analysis Random vanables (Vy, V2, V,) refer to exposure
variables (e g , body weight, exposure frequency, ingestion rate) that are characterized by probability
distributtons A unique, nisk-based radionuchde soil action level (RSAL) estimate 1s calculated for each
set of random values Repeatedly sampling (V,) results in a frequency distribution of RSALSs, which can
be described by a probability distribution and summary statistics

In addition to calculating RSALSs, the exposure variables for each pathway were assessed mn
terms of their relative contributions to the RSAL In general, the results of sensitivity analysis
can guide decisions to use either a probability distribution or a point estimate to characterize
vanability in exposure The EPA policy recommends against developing site-specific
probability distributions for human health toxicity values at this time, so point estimates were
used for dose conversion factors and cancer slope factors (U S EPA, 2001b) These toxicity
values are discussed 1n detail in Sections 4-7 and 4-8
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4.1 PROCESS FOR DEFINING PARAMETER VALUES FOR EXPOSURE VARIABLES

After mspection of the conceptual site models 1n this assessment (see Chapter 3), 1t 1s
immediately apparent that there are a large number of exposure scenarios, exposure pathways,
and 1nput vanables that must be evaluated at the Rocky Flats site  Selecting and fitting
probability distributions for all of these vartables can be time and resource mntensive, and 1s
generally unnecessary Therefore, 1t 1s important to 1dentify factors that have a strong influence
on the outcome early in the process For example, the Rural Resident and Wildlife Refuge
Worker scenarios were considered to be the scenarios with the greatest influence on risk
decisions at Rocky Flats For that reason, the working group focused their efforts on developing
the probabilistic assessment for these two scenarios The Office Worker and Open Space User
scenarios were represented by point estimate assessments only

For identifying which pathways and variables most strongly influence the RSAL estimate,
sensitivity analyses are invaluable These analyses provide quantitative and qualitative
information that allows the modeler to focus on the variables that are most important to the
outcome of the dose or risk assessment

This section describes 1n detail the process used to conduct the sensitivity analysis The intent 1s
to 1dent1fy the most influential exposure pathway(s) and then to identify and quantitatively rank
the most influential variables within each pathway The results of those sensitivity analyses are
shown 1n this and following sections

For those variables 1dentified as most influential, the RSAL working group evaluated the existing
data to determune 1f a probabihity distribution could be developed If the data were deemed
adequate, a distribution was developed If they were not, a health protective point estimate was
selected The inputs selected for each of the influential variables are described n detail 1n
Appendix A It 1s important to note that when a sensitivity analysis 1s performed and the major
varnables are 1dentified, this does not mean that the less influential pathways and vanables are
elminated from a risk assessment They are kept 1n the assessment, typically as point estimates
For those vanables that were not identified as being especially influential, the default pont
estimates in RESRAD 6 0 or the default point estimate recommended by EPA (U S EPA, 1991),
were used For the most part, these were consistent with the point estimates used 1n the 1996
Rocky Flats programmatic preliminary remediation goals spreadsheets and their updates These
vanables are presented 1n Appendix C for risk calculations and Appendix D for dose
calculations These combinations of probability distributions and point estimates were used to
calculate the probabilistic RSALs

411 SENSITIVITY ANALYSIS

The effort to understand the ongin, quality, and representativeness of the data available to
specify each mput variable 1n a highly parameterized model can be quite resource intensive In
general, a greater level of effort should be directed towards input variables that have the greatest
influence on the model output The working group applied a sensitivity analysis to identify and
quantitatively rank the influence of each input variable on the model’s output For the pomnt
estimate calculations of RSALs, a systematic approach was used to evaluate how the output of
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RESRAD 6 0 varies 1n response to changes in baseline parameter values Results of initial
sensitivity analyses were used in this assessment to direct resources towards the subset of
exposure pathways and variables that caused the greatest response 1n the model’s output, in this
case, the predicted dose A similar approach was applied to the nsk-based calculations of
RSAL:s using the Standard Risk equations For the probabilistic calculations, sensitivity analysis
was used to highlight the exposure variables that contribute most to the variability 1n the model
output

4.12 SENSITIVITY ANALYSIS PROCESS
Dose Calculation Sensuivity Analyses

This section describes the sensitivity analysis process used in RESRAD 6 0 RESRAD 6 0
provides a sensitivity analysis module to assist the user who wants to perform such an analysis
The sensitivity analysis 18 bracketed around an mitial input parameter value for each variable
The mitial input parameters, or baseline values, were selected from values used n the 1996
RSAL analysis, except in cases where new information or new model requirements drove
changes Baseline values were reviewed prior to performing the analysis to ensure the baseline
value and the resulting range of vanability on that value was physically plausible and were
compatible with the computational capabilities of the models Using the module, input
parameters can be varied to provide inputs ranging from some fixed fraction of the baseline
parameter value to an equal multiple of the same baseline For example, a parameter can be
varied from one-third baseline to three-times baseline, or from one-tenth to 10 times, etc  For
these extremes, the model 1s exercised keeping all other exposure variables fixed at baseline
parameter values, and the resultant doses are recorded The relative change mn dose can then be
compared to the relative change 1 input value This point estimate sensitivity analysis method
of comparing the relative change 1n output to a relative change 1n mput 1s sometimes referred to
as an elasticity equation

The working group performed the RESRAD sensitivity analyses separately for each pathway that
would be active 1n the Rural Resident scenario, by varying a subset of exposure vanables that are
relevant to a specified exposure pathway The analysis was also conducted on the combination
of all active pathways, so that the net influence of all variables across all pathways could be
assessed The Rural Resident scenario was used for this analysis since 1t contains the most
comprehensive set of active exposure pathways, and 1s the scenario that 1s hikely to provide the
lowest RSALs The relevant exposure pathways considered 1n the sensitivity analysis for the
Rural Resident scenario are listed 1n Table 4-1
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Table 4-1 Active and suppressed exposure pathways for Rural
Resident scenano in RESRAD sensitivity analysis

RESRAD 6 0

Exposure Pathways Active Suppressed

External gamma X

Inhalation X

Plant ingestion X

Meat ingestion

Milk ingestion

Aquatic foods

oA | A

Drinking water

So1l ingestion X
Radon X

Since the results of the sensitivity analysis may depend on the relative amount that each nput 1s
varied, the working group chose to vary each baseline value by a factor of 10 For mput
variables with a plausible minimum or maximum value (e g , minimum so1l ingestion rate of

0 g/yr), the change 1n the baseline value was confined to the plausible range Baseline values
were selected from a variety of sources including RESRAD defaults and 1996 parameter values
and were adjusted on occasion to ensure the physical range of interest was encompassed by a
factor of three Certain parameters were adjusted at later dates based on scientific or site-specific
mformation In some cases, the current values lie outside the range tested

Table 4-2 lists the starting or “baseline” values and plausible ranges used for each exposure
variable 1n the RESRAD simulation The baseline values may differ from the actual point
estimates used mn the risk assessment (see Appendix D) The values were selected to facilitate
the calculations of sensitivity coefficients using a varnety of methods

Risk Calculation Sensinvity Analysts

A sensitivity analysis was also performed using EPA Standard Risk equations In addition to the
sensitivity ratio method described above, correlation analysis was used to 1dentify the most
influential exposure pathways and varnables from the probabilistic (Monte Carlo) simulations
Using Crystal Ball® (Decisioneering, Inc , 2001), a set of probability distributions was defined
for input variables, a Monte Carlo simulation was run with 10,000 1terations to generate a
distribution of RSALSs at a specified nisk level, and Spearman Rank correlations were calculated
to determine the relationship between each input variable and the model output An example of
the results of the probabilistic analysis for americrum for the Rural Resident scenario 1s given by
the tornado plots 1n Figures 4-2 and 4-3 These figures provide two different approaches to
summarizing the same statistical analysis—Figure 4-2 shows the contribution to vanance 1n the
output distribution by calculating the square of the correlation coefficient for each vanable and
normalizing the sum of squares to 100% Figure 4-3 shows the Spearman rank correlation
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coefficient For this analysis of americium, the exposure duration is the dominant exposure
variable with 94 4% contribution to variance and a rank correlation of 0 94 The second most
influential varnable 1s the childhood so1l ingestion rate, with only 1 0% contribution to vanance
and a rank correlation of 0 10 Appendix H gives the complete set of tornado plots for
americtum and plutonium for the Rural Resident and Wildlife Refuge Worker scenarios
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Resident
Sensitivity Chart for Am-241
Res_ED
-94 4%
Res_IRs_chid 10% |
Res_EF -0 9% |
Res_CR_f_adult -09% I
Res_CR_v_adult | -08%
Res_CR v_child | -0 8%
Res_CR f_chid | -0 8%
ML 03%
Res_IRs_adult 1%
Res_CR_g_adult -01%
Res_IRa_child 00%
Res_CR _g_chid 00%
Res_IRa_adult 0 0%
t —_ = = e ——]
-100% -50% 0% 50% 100%
Contnbution to Variance

Figure 4-2 Example of probabilistic sensitivity analysis result for americium, Rural Resident scenario,
using Standard Risk equations — contribution to variance in RSAL
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Resident j

Sensitivity Chart for Am-241
Res_ED
-094
Res_IRs_child -010
Res_EF -0 09 '
Res_CR f_adult -0 08 .
Res_CR_v_adult -0 09 .
Res_CR_v_chid -008
Res_CR f_child -0 08
ML -005
Res_IRs_adult -003
Res_CR _g_adult -0 02
Res_IRa_child -001 I
Res_CR_g_child -0 01 I
Res_|Ra_adult 001
f ~t+
10 05 00 05 10
B ) Rank Correlation ]

Figure 4-3 Example of probabilistic sensitivity analysis result for americium, Rural Resident scenario,
using Standard Risk equations — rank correlation with RSAL
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Table 4-2 Baseline values and plausible ranges (minimum, maximum) for the point estimate sensitivity

analysis using RESRAD 6 0
RESRAD 6 0 RESRAD | Sensitivity Range for Value
Input Variables 60 Basehne Sensitivity Analysis Used
Default Value Minimum | Maximum
Contaminated Zone Variables
Area of contaminated zone (m2) 10,000 5,000 100 250,000 1,400,000
Thickness of contaminated zone (m) 20 005 001 025 015
Occupancy, Inhalation, and External
Gamma Data
Inhalation rate (m’/yr) 8,400 7,000 2,448 19,950| distribution
Mass loading for mhalation (ug/m’) 00001 0 00005 0 00001 0 00025| distribution
Indoor dust inhalation shielding factor 04 08 06 10 07
(unitless)
External gamma shielding factor 07 08 06 10 04
unitless)
Indoor time fraction (umitless) 05 0 68 049 0 95| distribution
Outdoor time fraction (unitless) 025 007 002 0 25| distribution
Cover and Contaminated Zone
Hydrological Data
Density of contaminated zone (g/cc) 15 16 11 24 18
Average annual wind speed (m/s) 20 425 304 595 42
Precipitation (m/yr) 10 0381 0191 0762 0381
Ingestion Pathway, Dietary Data
f@;’r;’egetable’ and grain consumption 160 40 1 134 1203} distribution
Leafy vegetable consumption (kg/yr) 14 26 09 7 8| distnbution
Soul ingestion (g/yr) 365 50 25 100 365
Contamnated fraction, plant food 10 05 0725 10 10
(umtless)
Ingestion Pathway, Nondietary Data
Mass loading for fohar deposition (g/m’) 00001 0 00005 000001 0 00025| distnbution
Depth of so1l mixing layer (m) 015 005 001 025 015
Depth of roots (m) 09 02 005 08 015

'"The extremes of many of the probabihity distributions may be found to lie outside the sensitivity ranges tested, but
the results of the sensitivity analysis are still valid when the majonty of the distribution hes mside the range This
conclusion results from the realization that the parameter responses are well characterized 1n the models, and have
relatively simple interactions with other parameters
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413 SENSITIVITY ANALYSIS INTERPRETATION

Interpretation of the sensitivity analysis requires either a quantitative or a systematic qualitative
ranking method to deal with the sensitivity outputs from RESRAD or Standard Risk Assessment
Methodologies The mputs and outputs were combined in a manner that first normalized the
changes 1n mput and output against baseline values so that a direct comparison of the relative
changes would be possible The necesstty of this step can be made clear by considering that
some mputs may have vaned by amounts as small as 0 0004 units of measure, while others may
have varied by 4,900 units, yet the relative change 1s the same, say a factor of three Without
normalization to the baseline parameter values, their relative effects on dose could be lost to their
disparity i magnitude

Normalized responses have been calculated using three different algorithms, two are based on
changes relative to the baseline, and the third 1s based on the range between the extremes of the
dose calculation corresponding to mimmimum and maximum of the input range The normalized
responses are expressed as “sensitivity coefficients”, which are unitless quantities Table 4-3
gives the equations for the three approaches used to calculate sensitivity coefficients in this
assessment

Table 4-3 Three equations for calculating a sensitivity coefficient

Dewviation from 1
Basehne Equation for Calculating Sensitivity Coefficient (S)
Mlmmum Sbase min — (Dbase - Dmm)/Dbasc / (Pbasc - Pmm)/P base
Maximum Sbase max (Dmax - Dbase)/Dbase / (Pmax - Pbase)/P base
Range Smax min = (Dmax — Dmm)/Dbase / (Pmax - Pmm)/P base

'S = sensttivity coefficient, D = dose, P = parameter, base = baseline value

Negative values for sensitivity coefficients may occur if there 1s an inverse relationship between
an RSAL and an nput value (1 €, lower values for an mput variable yield higher values for an
RSAL) By calculating the absolute value for each coefficient, the results can be expressed as
positive numbers and then rank ordered Input vanables with the highest (absolute value)
coefficients can be easily identified for further analysis Tornado diagrams in Figures 4-4 and
4-5 for inhalation and soi1l ingestion pathways, respectively, give results for the dose-based
calculations using RESRAD Simuilar diagrams resulted for all the pathways examined

Figure 4-6 gives the results for the three sensittvity-coefficient approaches applied to dose
calculations that combine all exposure pathways

The most sensitive variables for a scenario are those variables within a given pathway that will
have the greatest influence or impact on the RESRAD (or Standard Risk Assessment
Methodologies) model outputs Figures 4-4 and 4-5 show the ranked sensitivity coefficients
representing Spax-mn AS can be noted, only the first several coefficients (from the bottom) have
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values approaching one, that is, display changes 1n dose that 1s similar i relative magnitude to
the change 1n parameter Another less sensitive group displays a measurable change but notably
smaller than that displayed by the first group, the remainder (including those not shown) display
even smaller responses, suggesting that relatively large uncertainty n their selection would be
imnconsequential to the final result Parameter values for the more sensitive vaniables, however,
need to be selected with great care 1f the final result 1s to represent the true consequences
associated with exposure 1n the land use scenario that 1s being investigated The other sensitivity
calculations, Spase-mm and Spase-max d1d not prove as useful for assessing sensitivity 1tself, but
provided mnsight into the mechanisms that might be causing a variable to display a certain
response These observations are discussed in the next section
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Exposure Variables for
Inhalation Pathway

Average Annual Wind Speed
Inhalation Rate

Mass Loading for Inhalation
Indoor Dust Inhalation Shielding Factor
Indoor Time Fraction

Depth of Soil Mixing Layer
Thickness of Contaminated Zone
Outdoor Time Fraction

Area of Contaminated Zone J
Density of Contaminated Zone
Precipitation

Irngation

Evapotranspiration Coefficient
Dninking Water

Aquatic Foods

Milk Ingestion

Meat Ingestion

Plant Ingestion

Inhalation

External Gamma

"L_ T T T
00 02 04 06 08 10 12 14 16

Sensitivity Coefficient

Figure 4-4 Ranking of top 20 mput vanables based on point estimate sensitivity coefficients calculated
with RESRAD by comparing the baseline value to the plausible range (max-min) Results are for
plutonium, Rural Resident scenario, and inhalation exposure pathway only
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Exposure Variables for
Soll Ingestion Pathway

Soll Ingestion

Indoor Tume Fraction

Depth of Soil Mixing Layer
Thickness of Contaminated Zone
Outdoor Time Fraction

Area of Contaminated Zone

Density of Contaminated Zone

Precipitation

Evapotranspiration Coefficient

Irngation

Time Since Placement of Matenals

Radon

Soil Ingestion

Drinking Water

Aquatic Foods

Milk Ingestion

Meat ingestion

Plant Ingestion

Inhalation

External Gamma J

! T -

00 02 04 06 08 10 12

Sensitivity Coefficient

Figure 4-5 Ranking of top 20 nput vaniables based on point estimate sensitivity coefficients calculated
with RESRAD by comparing the baseline value to the plausible range (max—mm) Results are for
plutonium, Rural Resident scenarto, and soil ingestion exposure pathway only
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O (min-base)/base .
Exposure Variables — All ® (max-base)base

Exposure Pathways

H (max-min)/base

Contaminated Zone Erosion Rate

Leafy Vegetable Consumption I
Evapotranspiration Coefficient I

Irrigation

I

Area of Contaminated Zone>
Precipitation

Indoor Dust Inhalation Shielding Factor
Inhalation Rate

Mass Loading for Inhalation

Average Annual Wind Speed

Density of Contaminated Zone
External Gamma Shielding Factor
Outdoor Time Fraction

Frut Vegetable and Grain Consumption
Contaminated Fraction Plant Food

—

Depth of Roots

Depth of Soll Mixing Layer

Thickness of Contaminated Zone

[
Soil Ingestlonm
R,

Indoor Time Fraction

T T T T

0 02 04 06 08 1 12

Sensitivity Coefficient

Figure 4-6 Ranking of top 20 mput variables based on point estimate sensitivity coefficients calculated
with RESRAD using all three methods 1n Table 4-3 Results are for plutonium, Rural Resident scenarnio,
and all exposure pathways combined
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Highly Sensitive and Moderately Sensitive Input Variables Based on Sensuivity Coefficients

The most sensitive exposure variables, determined from the combined analysis of all pathways
for weapons-grade plutonmum, are easily identified in Figure 4-6 Table 4-4 hsts the most
sensitive and moderately sensitive input variables The working group added “mass loading for
inhalation” to this most sensitive list, to some extent because of the great interest in the post-fire
scenartos following the RAC independent assessment of the 1996 RSALSs, but also because mass
loading under a fire scenario 1s described by a discrete probability distribution Thus latter
parameter behavior could not be tested using the sensitivity analysis protocols as implemented
the RESRAD code The remainder of the input vaniables had relatively low sensitivity
coefficients and are not listed in Table 4-4

Table 4-4 Results of point estimate sensitivity analysis with RESRAD 6 0

Most Sensitive Input Vanables Moderately Sensitive Input Variables
Indoor Time Fraction Thickness of the Contaminated Zone
Soil Ingestion Rate Depth of Soil Mixing Layer

Mass Loading for Inhalation Depth of Roots

Contaminated Fraction, Plant Food

Fruit, Vegetable, and Grain Consumption Rate
Outdoor Time Fraction

External Gamma Shielding Factor

Density of Contaminated Zone

Average Annual Wind Speed

Soil-to-Plant Transfer Factor

Inhalation Rate

Indoor Dust Inhalation Shielding Factor

414 EXPOSURE DURATION IN RESRAD AND STANDARD RisK EQUATIONS

A sensitivity analysis was also run using EPA’s Standard Risk equations The grouping of iput
vanables by relative magnitudes of sensitivity coefficients was consistent with the RESRAD
results, with the exception of the exposure duration variable (as shown mn Figure 4-2 and

Figure 4-3) The RESRAD model does not specify exposure duration because the dose
calculation 1s expressed as an average annual value However, a different time averaging
approach 1s used 1n the Standard Risk equations Exposure duration plays a prominent role
because exposure 1s expressed as an average daily dose over a long-time period (1 € , multiple
years) Furthermore, exposure duration 1s the most sensitive imput variable in the sensitivity
analysis using the Standard Risk equations As a result, exposure duration was included 1n the
list of variables to be evaluated further 1n the probabilistic nisk assessment approaches
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4.2 EXPOSURE PATHWAY SENSITIVITY

When all potential exposure pathways are active (1 ¢ , turned on) at the same time, the total dose
1s equal to the sum of the doses from each exposure pathway For the Rural Resident scenario,
the soi1l ingestion pathway has a greater contribution to total dose than the other pathways (e g,
ihalation, external irradiation, etc ) As a result, the only vanables that appeared as significant
were 1 the so1l ingestion pathway The working group felt that this approach may overshadow
important variables within the other pathways Therefore, the working group decided to perform
the sensitivity analysis on each pathway separately to 1dentify the most significant exposure
variables within each complete and potentially sigmificant exposure pathway

Given similar exposures among multiple exposure pathways, the dose conversion factor 1s hikely
to have the greatest influence on the relative contribution of each pathway to total dose The
dose conversion factor 1s used to convert the exposure (combination of internal exposure due to
ingestion and inhalation of radionuclides and external urradiation) into a dose (the measure of
potential health effect) Dose conversion factors are changed (vary) when more becomes known
about the mechanisms that cause health effects from exposure to radiation, or when more
becomes known about the mechanisms that cause the material to be introduced into the body
For the analyses done here, the dose conversion factors from the most recently published values
in International Commussion on Radiation Protection (ICRP) Publication 72 (ICRP, 1996) were
selected The use of dose conversion factors contained i ICRP 72 results mn a higher dose
attributable to the ingestion pathways for plutontum and americium than had been previously
seen, and a reduced dose from the inhalation pathway The reasons for this difference are
explained 1n detail below (Section 4 8)

If the sensitivity analyses were to be repeated using selection of dose conversion factors
previously published in ICRP 30 (ICRP, 1979), the results would be somewhat different,
favoring vanables 1n the inhalation pathway more than 1s seen 1n the analysis presented here
However, the working group has examined the relative changes 1n these variables and has
concluded that the variables that would be 1dentified as most influential to the results would not
have changed

4.3 EXPOSURE VARIABLE SENSITIVITY

The working group focused on the sensitive and moderately sensitive mput variables 1n an
attempt to provide the most realistic and complete information possible Both adult and child
populations have been considered where appropriate The working group did review and discuss
the selection of the less sensitive variables, but only to the extent necessary to ensure
completeness 1 the analytical process

As mentioned above, some vanables displayed much more sensitivity than others The working
group sought to understand this behavior before final selection of input values so that anomalous
results could be 1dentified, if present Again a graphical presentation of the sensitivity
coefficients proved useful for identifying possibly anomalous results Figure 4-6 displays a
combined output of all three sensitivity coefficients Differences between the three methods can
be 1dentified more readily with this graphic  Such a result may be mdicative of unexpected non-
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Inear behavior or behavior that suggests the variable 1s a factor in multiple exposure pathways
Results for selected input vaniables are discussed 1n the next section

4.3.1 SENSITIVITY OF SELECTED INPUT VARIABLES

Sensitive variables are described individually below Relationships between variables are
highlighted, even though two variables may not have similar sensitivities and consequently do
not appear 1n the same order 1n Figure 4-6

Indoor Time Fraction — The indoor time fraction has an important role 1n several of the
exposure calculations, primarily by reducing exposure to external irradiation and outdoor dust

Outdoor Time Fraction — Outdoor time fraction does not display the same high sensitivity as
the mndoor time fraction The outdoor time fraction 1s a linear factor 1n all of the pathways

So1l Ingestion — So1l 1ingestion rate 1s a very important variable for the dose and nisk estimates 1n
all scenarios Dose and risk are hnearly related to soil ingestion rate

Thickness of Contaminated Zone — The thickness of the contaminated zone has some influence
on external exposure to gamma radiation, but its greatest influence 1s coupled with the influence
of the “depth of roots” variable When the contaminated zone 1s very thin, and the roots extend
significantly into uncontaminated soil, the dose and risk contribution from root uptake 1s
dramatically reduced, conversely, when the contaminated zone 1s very thick, the roots are totally
exposed to contamination and have the greatest uptake Combined together, this sensitivity
response can be non-linear as 1s displayed 1n the graphic

Depth of Roots — Parallel discussion to “thickness of contaminated zone” discussion, above
The working group chose to make the depth of roots equal to the thickness of the contaminated
zone, thus maximizing the potential uptake by roots

Depth of Soil Mixing Layer — The depth of the soil-mixing layer can be an important varnable
1n the inhalation pathway This variable 1s used to determine what depth within the contammated
zone 1S actually available for resuspension Its sensitivity 1s mainly an artifact resulting from the
baseline choice for the thickness of the contaminated zone The working group chose to make
the mixing layer depth equal to the thickness of the contaminated zone, maximizing the
availability of contaminated material for resuspension

Contaminated Fraction, Plant Food — The food ingestion pathway 1s umque to the Rural
Resident scenario The fraction of ingested food that 1s contaminated 1s linearly related to the
calculated dose and risk for this pathway

Fruit, Vegetable, and Grain Consumption — The food consumption rate 1s linearly related to
the calculated dose and nisk for the food ingestion pathway
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External Gamma Shielding Factor — The external pathway 1s a minor contributor to dose and a
moderate contributor to risk, as calculated Gamma shielding afforded during periods of indoor
occupancy significantly reduces the contribution of this pathway

Density of Contamiated Zone — This vaniable 1s non-linearly and indirectly related to the
calculated dose and nisk for the external pathway As the density of the contaminated zone
mcreases, gamma radiation coming from depth in the contaminated layer of soil 1s attenuated
Its influence on dose 1s coupled with the “thickness of the contaminated zone” vanable,
discussed above Since the density of soils at Rocky Flats 1s relatively uniform, and external
exposure 1s a modest contributor to dose and risk, this variable shows little influence on the
modeled results

Annual Average Wind Speed — The annual average wind speed variable directly influences the
concentration of radionuchdes suspended mn the atmosphere and available for inhalation The
variable 1s non-linear with greatest changes evident at lower wind speeds The annual average
wind speed at Rocky Flats 1s a well-characterized and relatively constant quantity

Inhalation Rate — Inhalation rate 1s linearly related to the dose and risk attributable to the
mhalation pathway

Indoor Dust Filtration Factor — The indoor dust filtration factor reduces the inhalation
exposure from that which would be received outdoors This variable 1s most important to the
Rural Resident and Office Worker scenarios because of the greater time spent indoors 1n these
scenarios, 1t plays a similar but lesser role in the Wildlife Refuge Worker scenario

The Area of the Contaminated Zone — This variable 1s important to both the inhalation
exposure pathway and the external exposure pathway The radioactive contamination 1n the air
1s determined by a relationship between this contaminated surface area and “mass loading for
inhalation ” The working group chose a contaminated area large enough to saturate this
pathway, that 1s, to cause 1ts mfluence to be as great as possible This chosen area 1s consistent
with the actual area of contamination potentially subject to cleanup as a result of this RSAL
analysis

Mass Loading for Inhalation — This variable has potential sigmficance to the inhalation
pathway, particularly 1f disturbance to the so1l occurs from human activities of natural events
The approach used to account for these factors and derive parameter estimates for mass loading
1s further described 1n Chapter 4 (Section 4 6) and Appendix A

Exposure Duration — In the RESRAD model, there 1s no mput variable for exposure duration
because exposure 1s modeled over a one-year time period This vaniable, however, 1s contained
m all of Standard Risk equations to facilitate exposure modeling over a long-term time period
In the sensttivity analysis run on the input varnables to the Standard Risk equations, exposure
duration appeared to be the most influential of all of the vanables

Task Report 3 37 9/30/2002




AU

Plant Root Uptake Factor — This vanable 1s used to estimate the concentration of a
contaminant that 1s expected in edible vegetation based on the concentration 1n so1l  For rural
residents, this factor 1s a moderate contributor to dose and nisk from plutonium and americium,
and 1s a principal contributor to dose and risk from uranium

In addition to these specifically chosen variables, the working group considered potential
correlations among selected input variables Relationships between mput variables were
specified by explicitly calculating one variable as a function of a second variable For example,
in the Standard Risk equations for the Wildlife Refuge Worker scenario, outdoor time fraction 1is
calculated as 1 0 minus the indoor time fraction Exposure duration durning childhood and
adulthood 1s determined by attributing the first six years to childhood, and the remaining years
(total duration minus six years) to adulthood For the probabilistic approach, probability
distributions were assumed to be independent Correlations were not used to relate input
variables 1n this assessment For example, the lognormal probability distribution for vegetable
consumption rates during childhood 1s sampled independently from the lognormal distribution
for vegetable consumption rates during adulthood for the same individual No significant
correlations are anticipated among sensitive-exposure variables for the scenarios evaluated 1n
this assessment While this assumption simplifies the analysis, 1t may represent a source of
uncertainty 1n the RSAL estimates from the dose- and rnisk-based approaches

4.4 PROCESS FOR SELECTING AND ASSIGNING PROBABILISTIC DISTRIBUTIONS

As described previously, a sensitivity analysis was performed to 1dentify the variables within
each exposure pathway that most strongly influence the calculated RSAL Highly sensitive and
moderately sensitive variables are summarnized in Section 4-3 Following the conceptual
approach shown 1n Figure 4-7, the RSAL working group evaluated the existing data to determine
1f a probability distribution could be developed for any or all of these influential vanables The
existing data can be either site-specific or 1t can be surrogate data from EPA guidance
documents, regional surveys, or the open literature
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Figure 4-7 Conceptual approach for developing probability distributions (based on U S EPA, 2001b)
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Figure 4-7 Conceptual approach for developing probability distributions (based on U S EPA, 2001b)

(continued)

Task Report 3 40

I

9/30/2002




For the majority of vanables, such as exposure duration, soil intake rates, and body weight, site-
specific data are typically not available If site-specific data are available, they are generally
preferable over values reported 1n the literature, although evaluation of the uncertainties and
representativeness of such data 1s still needed Regardless of whether a data set comes from site-
specific measurements or 1s obtained from published literature, 1t must be carefully evaluated for
applicability to the target population at the site The data set should either be from the target
population or from a surrogate population, which 1s representative of the target population at the
site  For example, daily-intake rates of produce from an urbanized city in the northeast U S may
not be representative of produce ntake 1n a more rural western U S location It would be far
preferable to use data sets from western regions to represent residents near Rocky Flats, as was
done 1n this assessment Questions to consider when evaluating the representativeness of a data
set include

*  What are the populations of interest?

* How, when, and where are those populations exposed?

»  What types of activities do the populations engage n?

*  What 1s the overall quality of the data design and collection?

The EPA’s Report of the Workshop on Selecting Input Distributions for Probabilistic
Assessments (U S EPA, 1999b) 1s a good source for additional information on evaluating
representativeness of data sets to a target population, and was used during this evaluation

If, after evaluation, the working group felt that the existing data were not adequate for
developing a probability distnbution, or the varnable was not ranked highly in the sensttivity
analysis, a health protective point estimate was selected mstead As a rule, the point estimate
selected represented a RME or high-end exposed individual For example, the available data on
consumption rates for fruits, vegetables, and grain are summarized 1mn the U S EPA Exposure
Factors Handbook (U S EPA, 1997) 1n units of grams of food per kilogram body weight per day
(g/kg-day) Although the distnbution of age-specific body weights has been well studied (U S
EPA, 1997), no data were 1dentified to quantify the correlation between consumption rate and
body weight Furthermore, prehiminary sensitivity analyses (Section 4 2) suggest that the food
consumption rate 1s a moderately sensitive variable As a result, EPA’s recommended default
body weights for the RME adults (70 kg) and children (15 kg) (U S EPA, 1991) were used to
convert the consumption rate data to units of grams per day

Graphical methods, goodness-of-fit tests, and considerations of the mechanistic basis for the
biological or physical processes are all techniques that can be used to evaluate and select
alternative probability density functions Sometimes more than one distribution may adequately
characterize vanability or uncertainty In some cases, an empirical distribution function may be
preferred over evaluating the fit of alternative probability models to a data set The advantage of
an empirical distribution function 1s that 1t provides a complete representation of the data with no
loss of information and does not depend on the assumptions associated with estimating
parameters for other probability models The disadvantage 1s that an empirical distribution
function may not adequately represent the values at the extreme limits of a distribution,
especially 1f the sample size 1s small and the sampling design 1s inadequate It 1s not the intent of
this report to describe these processes n detail, however, EPA’s Risk Assessment Guidance for
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Superfund, Volume 3, Part A (U S EPA, 2001b) and the Report of the Workshop on Selecting
Input Distributions for Probabilistic Assessments (U S EPA, 1999b) are both useful sources of
information on fitting and selecting distributions, and were used by the working group 1n
developing distributions

In Appendix A of this report, the process of selecting either a probability distribution or a point
estimate for the most influential vanables 1s discussed 1n detail The most relevant data sets for
each exposure variable are briefly summarized, and a qualitative confidence rating 1s assigned to
a comprehensive list of study elements A quantitative description of the probability distribution
1s presented for use 1 both RESRAD and Standard Risk equations, along with graphical views
of the corresponding probability density function and cumulative distribution function

4.5 POINT ESTIMATES AND PROBABILITY DISTRIBUTIONS FOR EXPOSURE
VARIABLES

The results of the input selections for the probabilistic modeling for both the rural residential and
wildlife refuge worker are shown 1n Tables 4-5 and 4-6, respectively Both pomnt estimates and
probability distributions are shown 1n this table For variables described by probability
distributions 1n the probabilistic approach, the distribution type (e g , lognormal, normal,
empirical) and the corresponding parameters (e g , mean, standard deviation, minimum,
maximum) are also provided In the Excel spreadsheets used to calculate RSAL and risk with
the Standard Risk equations (see Appendix C), each input variable includes comment fields with
brief descriptions of the data set from which the point estimate or distribution was developed
Appendix A gives more details on the data sets evaluated and the methodology used to select and
fit distributions

Point estimates and probability distributions for all variables used to calculate RSALs for each
land use scenario using RESRAD and Standard Risk equations are presented 1n the appendices
Appendix C contains printouts of the Excel spreadsheets used in the Standard Risk equations,
along with nstructions for their use Appendix D contains summary tables of the inputs to the
RESRAD model

A management decision was made to not develop probabilistic RSALs for the Open Space User and
Office Worker scenarios These RSALs are based on a point estimate approach only The mputs to
the variables for these two scenarios are shown 1n the spreadsheets 1n Appendix C and tables n
Appendix D

Task Report 3 42 9/30/2002

4\




€002/0€/6

1994

Hoday ¢ ysel

1£/Kep ¢9¢ x Swy3 100 0 X Aep/Bw = 158 su
AVYSTY sonjea sAneSau pioAe 0} () Ie 13s Il
uoneounn J9MoJ  sanjea 9anesau Jo 90uUs[rASI
03 onp Ajureprasun pue sazis sjdures [jews 309[Ja1 0
posn uonngLysip uioyiuny [Aep/8wr L6/ + 03 7S~ S
a8uer (N LY) poysowr 100en 159 (17 “IL ‘X “1S IV
SSLI9A0991 153q YIIM SI30RI} G “(S)oaMm 107 s30alqgn:
01 = u) Aprus epuooruy (L661) e 10 9saIqe[e
Kep/3ur g0 01 0 Jo o3uer oqisnerd (L661 ‘Vd
S 1) ¥OOqPUDE] S4039D,] 24nsOdXF] {IIM JUSISISUO
st yorym ‘Aep/3ur g¢| 03 ¢z Jo o8uel e sppai£ adesoa
Jooe1], [Aep/8wr £/ 01 ¢] SurBuer sueswu [enpiAlpu
yna ‘[Aep/3ur 91 01 6] Jo xeuwr pue [Aep/3
101 1130 (0 <) unut papyaik (IZ ‘X “IS [V) SOLISA0DD
159q yNM s190en) § ‘(s)eam ¢ 1] s103fqns 9 = u) Apm

(01 ‘0) wogiun)

(S Lv “0) uuogiun)

jmpe Areurwar]aid js1aqury (0661) e 30 9saiqe]e 001 S 9¢ NPV
Aep/3uwr Q0] 03 PISEIIOUT SeM WNWIXEW DZI
ordures 0) onp Ajureyrsoun uoAln) [N-[euuroudo
Jo siswered] ((x)u] Jo A9p3s (x)u] Jo usdw
ajemoyed pue (x)uj 0) WOISULT Uy} ‘IK/Aep 9
x Sw/3 100 0 x Kep/Swr = 1£/8 UOISIPAUO o o .
pun Qvysay ‘Aep/Sw [0S1 0 {16 ‘SL ‘Tv °S , Aooﬁw 10 (s9c‘0‘1LE T TI6 T)
‘21 2} {56006 0 “SL 005 0 ST 0 ‘01 0} ] uonouny IS LY) N-Jeurouso]
uonnqusip resundwa - a8eiaae 1834 210 Jo (dN19 Teuuiousory papunog
J0J0IpaI paselqup) Jesur 1sog ‘(9 = U) uaIp[Iy o1e1 uonsasur
LA ‘epuodeuy’ Jo Apmis (L661) [e 10 asa1qe[e Kep/8w 00T 1£/3 oL PIUD os
(1ad pue) is3 yuiog (4ad pue)isguod | o o i | srqeuea
SIUIWWIO)) PUEL IIINOY sy suonenby ysvy spun 09 dvViSTd
a8y aansodxy
piepue)s Joj ynduy 10y yndug

OUBUADS JUIPISIY [RINY Y} Ul pasn suonnguusip Lyjiqeqord pue sojewmss jurod Jo Areunung  §-f d[qe L

~



200z/0€/6 144 Hoday € ysel
%1 S8 = AJes[-UON ‘%6 ¢ = Ao
9]qeLIBA WOPURI € SE UOHEINP AInsodxd yim
PAISIUD 5G PINOY ‘SIBAA T = ) UE 10] uonemp (sL11220) Ayeat-uou
amnsodxo pue s1ea£ 9 = Py & J0oJ uonemp dmsodxy N-[euuouso] Ayea 12109
suInsse oAl sonjea ‘uorjeinp 2nsodxs £q paydiom — paisnipel
JNpe pue P{Iyo Jo wns uo paseq uonnNqrusip paxip] VN .:m\wx 8 ‘ow/\
%1 S8
= AJes[-UON ‘%6 b1 = AJea] [eurou3o] 01y . .
‘b LT ‘0 {0E 812 “8b €71 ‘9T €L “LL SE SO T ‘6L T (0vz “0%) (€8L 1817 0)
“v6 0 ‘LY 040 0} ‘{66 0 °56 0 ‘06 0 °SL 0 05 0 ST 0 [eurrougo] N-[euLougoy AJeai-uou
01 0 S0 0 ‘10 0} ] uonouny uonnquysip Jeorrdud KJeay 1230}
83 0L = S1om Apoq ueaw 10] Inq ‘p[Iyd se dwes; 1£/3y 0S 1K/3Y v 9 — NPV
%1 § = AJed|-UON ‘%6 1 = AJeo] [euuou3oT
03343 (8 85 “0 “{8L 9 ‘9% 9T ‘0L ST ‘L9 L ‘8S T
090 ‘070 ‘01 0 ‘10 0} {66 0 °S6 0 ‘06 0 SL 0 “0S O
‘67001 0 ‘50 0 “10 0} ] uonoury uoynquystp [eoudua
“14/Kep Qg€ X 8/3Y 100 0 X (83 1) 1yBrom Apoq ueauy
X Kep-3%/8 = 1A/3% suoisIaauoo jun (Aep-33/3 (0s‘Lso1) (SLLT1°T21 1)
paisnlpe [jeuoseag ‘s3]qeiddsA UmOoISoWo [euiou3o] N-Teuuougoy Ajes[-uou
Jo ayruy A[uo Jownsuo)) ‘(1SaM ‘€€-€1 dIqelL Ky891 [B10) Jeuoseas
(L661 “VdH S (1) Yoogpupy] s401ov,] 2insodxg) 14K/3y LS 01 1K/3y (43 —pIyD} ‘so[qeIodaA
umoIgowoy ‘ejel uonsadur Juel|
3]qulIEA WOPURI € SB UOTjRIN . .
aunsodxa [im paIsjus aq pnod ‘sik 7 = jnpe w (S9€ ‘0 ‘9¥T 0 VoV ¥)
10] uoneInp dmsodx? pue sif 9 = PIIY B I0J UOHRIND N-[euuoudo]
amsodxd swinsse udAIg sanfea ‘uoneInp ansodxa papunog
£q pawySram (syemunss jurod) ynpe pue (jeutougof paisnipe
PIIYd JO WINS UO Paseq UONNQLYSIP dINJXT VN s - a8y
(4ad pue) 37 yutod (aad pue)ysanod | 400 | gqeney
SIIAUIUIO)) PUE NIN0Y syun suonenby sy syup) 09 AViISTd a3V amsodxy
paepuelg 103 ynduj 10j ynduj

OLIBUADS JUSPISSY [eINY dY3 Ui pasn suonnquysip Ajiqeqoid pue sajewmss juiod jo Arewrung  S-p dqe.L




200Z/0¢€/6 St Hoday ¢ sel
S]geLIEA WOPUEI B SE UoneInp ainsodxay
UIM PaIaIus aq pInoo ‘sif 7 = }npe 10} uoreInp
amsodxs pue s1£ 9 = p[1yd 10j uoneInp ansodx: (86 ‘€6)
suwmsse USAIS sanjea ‘uonemp ainsodxs £q pajySom [ewzou8o paisnipe]
Jnpe pue piiyd Jo Wns O Paseq UONNQLISIP PIXIA] VN 168y €6 -a8v]
[eutiougo] oy
W IE#€9°0 {8 LLY 1 LIT S S61 T ETI ‘L 9L ‘0 LY (€z1°011)
‘LLT691°000} {66056 0°060°SLO0S0°ST 0 [eutoudo]
‘01 0 S0 0 ‘10 0}] uonsuny uonnqiysip jeaundury
‘B9 0L = 1yStom Apoq ueaul 10J Jnq ‘pliyd Se SwWeg 1K/3y 011 VN npv|
[eutrougory
013 °[6 SET 0 “{¥ TO1 ‘TLS ‘6 1# ¥ 9T v 91 ‘1 01
‘659€000} ‘{660 °S6 0060 °SL 005 0°ST0)
‘010 S0 010 0}] uonounj uonnqgiysip resrduwsy (¥ 9769 €2)
‘pasnipy Ajjeuoseag 10U ‘sarmxip Surpnjou] [eurzougo]
ureis) [ejo, Jo axeuf ende)) 194 ‘(059 ‘1-21 S1qeL)
(L661 ‘Vdd S 1) Yy0oqpupy 510190, 2ansodxy]  1K/3y S9 €T VN pPIyD ureid g0y
Jeurroudo 03 3 ‘{8 05t .
0 “{ST SSE ‘€T 60T ‘BE ITT “SE ¥t ‘98 91 ‘€0 /) (FL1 °LS)
91 2°6€ 1100} {660 °S6 0 06 0 ‘SL 0 ‘05 0 ‘ST Of [eutiougo]
‘010 °S0 0 ‘10 03] uonouny uonnqnsip [eotnduy
33 0L = WySrom Apoq ueaw 10 Inq ‘pJIYo St SWeS IK/3y LS VN npY
Teurouso] 0335 (9 96 °0 “{€1 9L V8 ¥ ‘6 ¥T ‘05 6
‘T9EIS 1°9P 0 “0£ 0 ‘00 0} ‘{66 0°S6 0 “06 0 °SL O
05 0°ST0 ‘01 0 ‘S0 0 ‘10 0} ] uonoury uonngquysip
Teowndws ‘14/Kep 0s€ X /8% 100 0 X (8 ¢1) 1ySrom|
Apoq uesut X Kep-3x/3 = 14/ SUOISIOAUOD J1un| (gLezen)
‘(Aep-33/8) pasnlpe Ajfeuoseag ‘pu,] umoISauroy| [euroudo
Jo axe3u] Afuo 1owInsuo)) ‘(1som ‘€€-€1 2qel [euOSEeas
(L661 ‘Vda S N) Yooqpuvyy si019v,] dansodxg)  1K/3y U VN PIYD ¥y [ejo])
(4ad pue) 353 yutod (R ELx | SN —
SJUIWUWIO)) PUE IIINOY syup) suoyenbq ysry sjun 09 AVISTA oS snsody
piepue)s J1oj ynduy 10§ ynduy v a

OLIBUADS JUSPISIY [RINY Sy} UI pasn suonnqnsip Ayjiqeqord pue seyeumss jutod jo Areunung  g-p d[qeL

y



7

2002/0¢€/6 14 Hoday ¢ ysel

ureld pue 3y ‘sa[qeradaa Ajesi-uoy]

SnS1aA $9]qe1990A £Jea] usamjaq ysinSunsip pue syun
1ySrom L1p ur ore syndui paseq-ysty (2468) urels)
pue ‘Nnyg ‘so[qeiedoa Ayesj-uou pue (9,6 1) $91qrI1o8aA|
AJea] 10] S91RUII)SI UIqUIOD SHTUn JySiom 1om)

(¢o OTXS P)IYT-WY
(,, 01XS 7) 6€T-nd
Ajeo[-uoN
(3, 0TXT S)IyT-Wwy
(¢ 01XS€ T) 6€£7-1d

(01 XT 1) IyT-Wwy

[P0y
Pue 6£Z-1d
10 10108,
IgJsuel]]

ur aze sindut QVISHY 6661 “JOXIIYM UO paseq| ssopjrun AJea] ssopun | (., 0T X8 §) 6cz-nd | s98V [1V| 1ue[J-03-[10S
%1 §8 = &Jual-UON ‘%6 p1 = AJesT]
Jddd TewzouSo] 03 3y ‘sojes uonsaduy (91 1°8¢p €)
w douspuadopur sswnsse ‘10 0 X (86 ‘€6)307T + (611 N-jeuou8or|
‘81)807T + (961 ‘€307 = (sA0qe 99s) DI uonoLLy coawivL
X uteln) [e10], + N, (8107, + 89A [€10L JO wng VN 153y S 9. -o8V
%1 §8 = AJe3[-UON ‘%6 v = Ayea]]
Add rewaoudo] 0 1y ‘sajer uonsaSuy (€897 °L 00T) (Opp 1996 €)
w souspusdopur sawmsse ‘10 0 X (86 ‘€6)307T + (611 [euroudoy N-Teuriou3o-]
‘81)307T + (961 ‘£v)307T = (2a0qe 335) DH uoNIE
X uiel) jeio], + yngj jeo] + BoA Te101 JO E:M u%\wx L 001 IA \wM S8 NPV
%I §8 = AJe3]-UON ‘%6 ¢] = Ayear]
Add reurxouSor o3 11 ‘sojex uonsedu 995 ‘¥ 12 (Tv0 1920 2)
ut souspuadopur sowmnsse ‘[0 0 X (86 ‘€6)80T + (611 [euouSo] N-Jeuougo] ureid
‘8)807 + (961 “t7)307T = (A0qe 395) DY uonOLIy + g + Soa
X UreID [BJOL + NI [BIO] + 39A [EI0L Jo wing|  1A/3Y v 1T 1K/3Y STy piyy  Ayesj-uoy]
(dig
£3e9[ st Je1))
189 10} 1Z-6 9lqe ) uo:vo&
‘(L661 ‘Vdd S ) yooqpuvy $410190,] 24ns0dxy) ssa[un 6v1 0 ssojun 6v1 0 sage 1V uondelj|
umoIgauwol]
e 99 J[im Spnpoid ureid]
uiess umoldowoy jey) yuswiSpnl [euoissajol | ssapun 100 ssapun 100 sa3e v uonoRL]
(1@d pue) 357 yutod (4Qd Pue) ISAINOL | 40010 | orqeniey
SJUAUWIWIO)) PUe I21N0Y sjmug) suonenby sy syu() 09 AViSTy
ady aansodxq
paepue)s 1o0j Jnduj 10} nduy

OLIBUDDS JUAPISSY [eINY 1) I pasn suonnquusip Ajiqeqoid pue seyewmss jurod jo Alewwing - A[qe L




200Z/0¢€/6

VA7

Hoday ¢ yseL

Jeunrougoy 03 1y ‘[£8 ‘1 e
“{LY ‘1t ‘€€ ‘9T “91 ‘6 ‘€ 7} ‘{66 086 0 56 0 06 O (L8 ‘1 ‘T91°92D)
‘SL 0 °0S 0 ‘ST 0 ‘01 0} ] uonoury uonnquustp estndwd feuiouSo] pajeounty,
(dOY) pousd AouedndoQ [enuapissy ‘L91-S1 SqeL ,uonenp
“(L661 “Vdd S N) Y0ooqpupL] 510100, 24ns0dxq] sieak 0¢ s1eak VN sage[[y| eInsodxy]
XBUL JO %,0¢ ST WNUIUI 1AM 0
ym/sKep £ st owm xeu jey) juowSpn( [euotssajoid ax (0S€ ‘PET ‘SLT)
sjwI goneouny) ‘owoy e Juads swn Jo %49 (L661 Iem3uen], sI00pINOo
V4 S ) y00qpupL] 5.40190,] 24ns0dX5 U0 Paseq puB SICOPUL SUOTIORI] JUIK} Kouanbayy]
1K/P €T 30 NNegop (A.1D) amsodxa Kouopus) [enua)) 14/sAep 0S¢ ojut payerodioout safe[[y| omsodxy|
Aep [0y ® Suunp smooo amsodxa) Quu)
[euuaod sy Jo {ie jey) juowdpnl [eUoIssAOLd) Kep/siy 0¥7 VN sa8e 1V amsodxy|
paisulpe aq 0} pasau jou Op sajel SNeIuY 10398j
21039151} JUSPISAI AU 0) SY103dS 21¢ S3YeI dNEIU] VN ssapun 01 safe [y} Aouednoo(y
(LOT 0 €LS 8)
sif 7 = Jnpe 10] uonemp ainsodxy N-feutiougo] pajsulpe
‘s1£ 9 = P[IY> 10§ uoneINp aINsodxd SAWNSSY VN ILLL -8V
SUOIJEPUAUIIOI] (6€Z91) (LEZT0°LS9 8)
(L661 ‘VdE S N) Yy0OqpUDH $40190, Jewrtouso] N-[euuougo]
2.4ns0dx7 JO M31AQI PUB (8661) UOSPIRYOY PUE UE[[V| 0z 008 NPV
SUOKEPUAIUWO09] 67°c6) (S0€ 0 ¥80 8)
(L661 ‘Vdd S N) yooqpuvy] 540190, [euoudor] N-Teuuou3o] ael
a.ansodx Jo Ma1ASI1 pue (8661) UOSPIBYORY pue UB[Y| Aep /W €8 bm\mE 9G7°S plyD|  uonepeyuy
sanje
(orusarego] Jou) INSUWYHLIE I SAILUIISI JUIOJ
wred pue 9iny ‘AJes|-uou ‘KJes] suiquiod syndu (€£€70 0 “$S100) (€680 T ‘$5€8 9-) wmiuel()
paseq-ysny pue GVISAY Y10 $I0)08] UOISIIAUOD) rewzoudo] N-[eurougo] 10J 10308
1B1om Lip pue ‘sad£) yuepd ‘sadA} [10s snoLreA| I9)suel]
Sunuosaxdar sajewmss Apnys o[du[nii SOUIGUIOY) SSI)IUN €1S00 ssapun 900 0 $93V [1v]| ue[d-03-10§
(4ad pue) 157 yutod @adpue)1sammod | g0 0 | oiqenaes
SJUIUWUWIO)) PUE IIINOY syuf) suonenby Msty syap) 09 avisTad 28V ansodxy
paepue)s 10} nduj 10§ ynduy

OLIBUADS JUSPISIY [eINY Y} Ul pasn suonnqusip Aiqeqoid pue sajeurnsa jutod jo Arewung  -p J[qEL




€00¢/0e/6

114

yodey ¢ sseL

s1qeordde jou = yN ‘uonouny Aysusp Aiqeqoid = Jdd
uonemp amsodxs o) ynoydno1y) s1esk e ssoxoe parjdde
PUE ‘] Jea & I0J POUIULI2JOP d1e sd]qeneA ainsodxa [[e 0] sonfea indut 3o 305 3y ‘0 9 AVUSHY Ul S[qELIBA UIOPUEI € SB PAI2YUS 3q AvW Uonemp dmsodxy

103o0]

Suiprerys

(000Z “vdd| eurures

S e SaponuUoIpvy ko.\ aouppino M:Emw.am. 1104] ssopIun Y0 ssapun v 0 sade v [euIaIXy]
syjuouy
Jouruns uumnp uado aq [[1m SIOOP PuUB SMOPUIM
219U ‘sioopul swm puads [jim Juapisal wogwwm_

‘(0 1) s100pIno pue ‘v YSHY Ul )nejed pu 10)00]

(000Z ‘vdd S N) Sap1yonuoipny 4of 2auvping 12437 uonen|y|

Burusa.45g (108 Ul PAqLIISIP ( () SIO0PUL JO SFLIAAY] SSI[IIUN L0 ssa[nun L0 sae [v] 1sap 1oopuy]

no

(s34 47) Kep/somuiut opy*1 ~ “Sib'T (") uonoey

= S100PINO SANUIW (] 7 + SI00pul synuiwt gzt SSINUN SI10 ssepjrun S10 so3e [[y}own 100pinQy
somuaalad yig/ ‘(suorerndod (i) s100pnQ pue|

s1oopuj yuadg sanury ‘(ZE1-S1 pue [€1-S1 S9Iqel (") uonoey

(L661 ‘VdA S 1) Yooqpuvl] 540190, 24nsodxz ssayun <80 ssa[jun S8 0 saSe [[y| owm loopuf

[{xeu $2J0U 23S - 0001
‘66 0 ‘696 0 ‘P¥6 0 ‘616 0 ‘88L 0 ‘8£€ 0 Wi} {007 sajou o8 - Honouny Aq papiatp uonouny
‘S601 ‘L S608S‘L0OS‘TET 20T 0}] mE\wi uonnqinsip 302&8@ uonnqrnsip EOEEEO
0} paydAuo0d spup)  Juswdpnl [euoissojoid pue eiep) Sutpeor
o13109ds-a1s uo paseq uonouny uonngLysip fedtndwg] mE\wi L9 mﬁ\m £90000 0 sage 1V sse]
(4ad pue) 357 yutog (AAd Pu®) ST IOL | o0 | 5iqerep
SJUIWIUIO)) PUE 3IAN0S sy suonpenbyq jsry sy 09 AViISTH
ady aansodxy
paepue)s Joj ynduy 10y yndug

OLIBUQ0S JUSPISSY [BNTY SY) WI pasn suonnqnsip Aiyiqeqoid pue sajewnss jutod jo Arewing  §-p d1qeL




¢002/0t/6

414

yoday g seL

Kepyjiom [[1g & Suunp s1nodo ainsodxy
[enuaod oy Jo [1e 1ey wowSpnl [RUOISSIJOL]]

Kep/siy

08

VN

sum ansodxg;

paisnipe 9q 0) pasu JoU Op S3JBI OLIUL DI0JOISY])
‘193I0M 93nJaI1 SNPIIM a3 03 oI10ads aIe s9jRI aYeIU]

VN

ssopyun

01

10308} Aouednoo(y

2)0q + Ut Juisn a]eos 1o AJIpowr NSy @)

10§ ‘ejoq X (wnw-xewr) + un Suisn ajess 10J AJipowy

‘ ol[B€l [BISAID) 10 ‘) [ pUE  U9Mm1aq SanfeA SpIatf
pue uoa13d are s1eurered adeys ‘(.| ( = d1enbs-1yo
©19q 103 3y-Isog  {(ay/wr o Z pue ‘g 1 °T 1) ApAno
Kawvay pue ‘wnipawr WS} Aanoe pauodar yoe

10j sojer Jupealq oferoae Suruiquiod pajersusd (]

SPISINO “3}IS-UO SWIN) JI3Y) JO %06 1589] 18 Juads Oym|

sa8nJa1 9JI[P[im { Je sIoNIom 82130019 QT JO AoAing

T/

(90 € ‘6L 1) B1g
X(I1-0D+11

1!

14/

(90 ¢
‘6L T “09S°LT ‘9€9°6)
elg

000°v1

(1) 91ex uoneRyU]

(pasodxa Ajjewnxeuy

Kjqeuoseas) Aep/3w 0] pue (SAISUS UL JOBIUOD-UOY
Kep/3w (oG JO sineIop pungiadng yiim JuSISISUOD SI
yoym ‘Aep/3ur g1 01 O Jo 25ue1 s[qisnejd pue ALY
$o10 (L661 “VdI S 1) YOOGPUDE] S41019D,] 2.ns0dXT]
Paseq ©Iep Y} Ul 30USPLJUOD MO] oY) 10] EzoooJ

01 Pasn SeM BONNQLSIP uLojiun y  Aep/3w g
01 () JO 95uel © Je 2ALLIE 0} PASRIOAR 910M SI3ORI) 153 {1
oyl [Aep/Sws £/ 0y ¢] SuiBuel sugdwl [enpIAIpUY
yia “[Aep/But 917 03 66] o xew pue [Kep/3uw

L1 03 1130 (0 <) unwr pappaik (3Z ‘A “IS ‘TV) SILIDA003

159q UM SI908T) { “(S]0am ¢ 10] s1oalgns 9 = u) Apmy
ynpe Areurunjard iszoqury (0661) 830 9saiqele

Aep/Sw

(0T “0) wxoyIu)

001

1K/

(¥ TP1 ‘o) wurogrun)

S 601

(s4)
aje1 uonsadul 10§

SHUIWIUIO)) PUE IIINOY

sy

suonenby

NS prepuels
10y ndug

snugn

,(1ad pue) 3sF yuiog

09 aViSsay
Jo0j yndug

ajqerie A dinsodxy

OLIBUADS JONI0 A\ 3313y SJTPIIAA Wl Pasn suonnquusip Apiqeqoid pue sajeursa juiod jo Arewrung  9-p dqEL



¢00z/0¢g/6

0s

uodey ¢ ysef

sfqeorjdde jou = yN ‘uonouny Ansusp Anpiqeqoid = IAd
uoneInp amsodxd ay} JnoySnouyy sieak [fe ssotoe parjdde
PUE ‘] Je9 & 10J PAUILLIAOP Ik S3[qeirea amsodxs [[e Joj sanjea Jndut JO 105 94} ‘0 9 qVISHY U 9]qBLIEA WOPUEI € SE PAIAIUD 3q ABW UoneInp amsodxg,

(000Z “vad S N
SaP1INUOIPDY 40f 2oUDPING 124577 U248 J108]

OnoEEou
29s) 10y00] SwpALY
ewres Eﬁﬁx&

ssa[jtun 0 ssappun v0
(000 ‘vdd SN
SapIjonUOIPDY 40f 2oUDPIND 19497 SUlU22.438 108 10308},
SMOpULAM U3d0 JNOYNM JUSUIUOIIAUR 391JO SIWNSSY] $0 ssapIun v 0 uornen[Iy Isnp 100puj
(G
ssa[Tun S0 ssapun S0 UOI}9BIJ SUIN} I00PINQ)
(4661 ‘0dseqy) sioopur juads (™)
ow § (0 ~ S93eIs ASAINS [RUISIY UIBJUNOIN AYO0Y| ssafyrun S0 ssapyun S0 UOKORIJ SWIN} JOOPU];
[{XEW ‘66 0 696 0 ‘6 O S910U 29 - UONIUNJ $2)J0U 938
‘616 0 ‘88L 0 ‘€€ 0 ‘Wu}*{00T ‘s 601 ‘L $6 ‘0 8¢ uonnqrsip 501 £q paprAIp wonouny
£ 0S ‘T €2°207 ‘0}] (wi/3ni 03 popoAu0d syup)  SIeaA Teorndwo uonnqrysip [eorndurs
I1j-UoUu pue 2113 10y LIep o1j103ds-oyis uo paseq dnoid
gunyiom Aq peatap uonounj uonnquisip fesurdug] M /8 L9 mﬁ\w L90000 0 Buipeoy sse]
(¥661 ‘0oseqd) ueswr 3y} Jo (S,(IS) SUOYRIASD
pIepuels oAl UIYNM pur SANEIoUUOU oI8 mos_ﬂj (0¥ ‘0 °L 81 L)
1et) Juowdpal jeuoissayord are syuny uoneouny ‘(.| [euIoN pajeounty,
-7L1-€ @ dd) (gz = u) s1axiom [eorfolo1q o] eiep|
Koamms Surzuewrwns Hodal [puasIy urgpunoy AP0y  s1eak L 81 s1eak VN _uonemp amsodx]
(b661 “09seqR) JA/SHM (S X JM/SARP SAL ST XEJA] (0sZ ‘00T
IK/SHM S X YM/SAED 4 ST JIOM SUIE) [0 WINWIUILY ‘€201 °ST0)
yerp JuswSpnf [euorssagord are syruny yoneouny ‘(0S| [eULION pajeduni],
- 6v1-¢ g dd) (07 = u) s1010M [eo180]01q 10] BIED
Koans Suizurewuns 10da1 [RUSSIY WRIUNON Qoo& 1K/sKep 052 VN Kousnbary smsodxy
suonjenby dad pue) 1579 yuioy
SIUIWUWIO)) pUE 3dIN0S syruf) Sy pAepuel§ Snun 09 AViISTd s[qerie A dansodxy
10§ nduj 10y yndug

O11BUA0S IONIO A, 95NJY SJPIIAA W pasn suonngrysip Aijiqeqord pue sajewmnss jutod jo Arewwng  9-p qeL




"\

4.6 DESCRIPTION OF PROBLEM RELATED TO MASS LOADING

The dose and risk model outputs that were ultimately used by the working group to produce
RSALSs incorporated the same mass loading variable across all scenarios This probability
distribution includes the effects of changes 1n land use, the possibility of drought, and the
possibility of grassland fire Though based on site-specific and regional measurements of
ambient mass loading, the potential increases to the mass loading distribution had to be
developed from a diverse group of sources The following sections provide a detailed
explanation of the evolution of parameter estimates for mass loading

4 6.1 PROBLEM STATEMENT

In order to adequately describe the mass loading variable needed to represent future conditions, a
conceptual model evolved as 1llustrated in Figure 4-8 The model presents several different
conditions that might occur as a result of changes 1n land use As a base condition the working
group used current conditions at Rocky Flats From that base condition, predictable effects of
possible tilling and hight recreational vehicle or horseback riding usage were considered Such
uses would be possible 1n all scenarios, to some extent, and were considered as a multiplier on
the base case Any resulting modified mass loading will be referred to 1n this discussion as the
“scenario mass loading ” Other modifications to the scenario mass loading are driven by more
specific events, such as periods of reduced rainfall (drought-like conditions) or periods following
a fire during which the soil would erode more easily due to wind These infrequent, but possibly
significant occurrences were represented as random periodic modifications to the scenario mass
loading In other words, variability 1n mass loading can be described by a probability
distribution that combines site-specific data with judgment about the frequency and mnfluence of
modifying conditions

The airborne concentration of respirable particulate matter (PM-10) 1n the vicimity of Rocky
Flats 1s well characterized, varying from a low of about 9 4 mlcrograms per cubic meter (ug/m’)
to a high of about 16 6 pg/m’, with a median of around 11 6 pg/m’, based on the five most recent
years of available PM-10 data from CDPHE The PM-10 air monitoring data from Rocky Flats
and the State of Colorado are provided in Appendix F Whule this 1s a well-charactenzed
distribution, the air monitors used to develop this distribution were located n areas with very
little surface disturbance This distribution does not necessarily represent potential increases to
the annual mass loading that might be expenienced by a future receptor at Rocky Flats under all
reasonably foreseeable conditions For example, more frequent routine soil disturbances or
mcreased wind erosion as the aftermath of a wildfire that denudes vegetation from large
expanses of the soil surface would not be represented 1n the existing data In this circumstance,
other information must be sought to extend the observations to conditions for which there are no
site-specific data Since such estimates cannot possibly result in a single value that 1s known
with precision, and because the range of possible values could be quite large, the mass loading
for inhalation can be best represented by a probability distribution of values This distribution
can be estimated from available mass loading data by determining the probability of a wildfire
on-site 1n any random year, and developing a weighted-average distribution that represents
potential mass loadings during both fire and non-fire years Details regarding the methods used

Task 3 Report 51 9/30/2002




to develop the distribution for mass loading usmg mm RESRAD and Standard Risk equations are
given 1 Appendix A

Two mass-loading distributions are necessary for input into the RESRAD model, the first
representing respirable particulate matter and the second representing the particulate matter that
1s available for deposition onto plants The first was derived based on site-specific and statewide
PM-10 data, that 1s, data for air concentrations of particulate matter less than 10 micrometer
(pum) aerodynamic diameter which are more easily admutted to the respiratory tract of humans
The second, total suspended particulate (TSP) matter can be derived from the first by assuming a
direct correlation with PM-10, based on site-specific data Studies of the mechanics of mnhalation
actually show that particles with aerodynamic diameters greater than about 2 5 um are unhkely
to reach the lower respiratory tract (Godish, 1991) For the particles that do enter the lower
respiratory tract, an even smaller fraction 1s actually deposited 1n the lungs (Godish, 1991)
Particles that do not reach the lungs will be either expelled or ingested Ingested particles are
icluded in the soil ingestion rate variable Data are not available to determine what fraction of
PM-10 particles are included m the 2 5 um fraction, thus the working group elected to include all
particulate matter smaller than 10 pm 1n determining the potential dose and risk, even though this
1s likely to significantly overestimate the contribution of these particles
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IMPOSED QUANTIFIABLE

DATA CONDITION DETAIL INPUT RESULT
Redutc id — Dr;nllcght- ——p Site-specific ramnfall
precipitation cll te 25% reduction, AP-42
conditions factor
Horses/rec vehicles » AP-42 factor >
Normal Increased Gardening —> AP4D factor — P> Combmed
conditions activity distribution

House construction ——» AP-42 factor — ]

Wind tunnel
] Rapid regrowth
Fire Sdg,lxiuded< apid regr —> test data
Extrapolated
Slow regrowth ——— test data

Figure 4-8 Conceptual Model of factors that impact the vanability in mass loading !

'AP-42 — EPA Publication Compulation of Awr Pollutant Emission Factors (U S EPA, 1995), a handbook that
provides a comprehenstve compendium of empirically-based emisston factors and calculational algorithms for
estimating airborne emissions from a variety of anthropogenic activities, mostly for industrial and transportation
settings
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4.6.2 DESCRIPTION OF DATA AVAILABLE

The mass loading at Rocky Flats has been measured for a number of years The most recent and
probably most representative measurements of mass loading 1n the area around Rocky Flats are
from CDPHE’s five-station network surrounding the perimeter of Rocky Flats Six years of
PM-10 data are available (1995-2000) and have been used to depict the distribution of annual
average mass loading at Rocky Flats (see Appendix F) The annually averaged data are
described by a distribution whose range 1s from 9 4 pg/m’ to 16 6 pg/m’ with a median value of
11 6 pg/m’ This mass loading may be compared to measurements of statewide PM-10 annually
averaged mass concentrations ranging from 6 7 pg/m’ to 51 4 pg/m°, with a median of

20 3 ug/m® (U'S EPA, 2001a) (see Appendix F) Clearly, the existing mass concentrations at
Rocky Flats are among the lowest in the state It 1s noted that the statewide data are hikely to be
somewhat biased to higher mass loading conditions, due to the criteria generally used to site such
momnitoring stations These siting criteria dictate that the stations be located 1n areas more likely
to experience air quahity problems Data from the CDPHE database for Rocky Flats also show
that TSP can be linearly regressed against the PM-10 concentrations with a slope of
approximately 2 5 (see Appendix F) This value of 2 5 was used as a direct multiplier to derive
the TSP distribution used to characterize plant deposition from the PM-10 distribution

4.6.3 OTHER INFORMATION AVAILABLE

The literature offers a number of sources from which to build an estimate of mass loading

These sources can provide various mathematical factors that are descriptive of processes causing
mcreased resuspension of soils due to various soil disturbance mechanisms A well-documented
source of such information 1s contamed 1n background information provided for EPA’s
Compilation of Air Pollutant Emission Factors (AP-42) (U S EPA, 1995) In particular, 1ts
discussions related to the generation of fugitive dust, and the influence of precipitation on dust
generation was especially pertinent (MRI, 1998) Also in AP-42 are descriptions of other dust
generating activities that appear suitable as surrogates for future activities that might be observed
at the site  Also, there 1s literature available through the National Drought Mitigation Center
(NDMC, 1995) and through state resources relating the incidence of drought to the
meteorological data that are available from site-specific measurement programs

Finally, related to the fire-aftermath, the Site contracted URS Corporation, 1n conjunction with
Midwest Research Institute (MRI), to conduct a wind-erosion study to develop site-specific
measurements of eroston potential that could be used to estimate potential post-fire mass loading
mcreases on an annual basis These results are presented in two reports  The first (MRI, 2001a)
deals with the erosion potential and 1ts changes with time The second (MRI, 2001b)
characterizes the relative concentrations of radionuclides observed i the source so1l and m the
airborne eroded so1l Both are pertinent to the RSAL calculations

4.6 4 QUANTIFICATION OF PROBABILISTIC EVENTS

The probability distribution for mass loading was derived from four factors the scenario mass
loading as a baseline, a low-precipitation case, a spring-fire case, a fall-fire case
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First, the scenario mass loading was developed Data relating the rate of emissions to soil-
disturbing activities, suggest that the present-day mass loading at the site could be expected to
increase by as much as a factor of two (see Appendix F) due to moderate activities such as
gardening, or use of hight recreational vehicles or horses While certainly coincidental, increases
of this magmitude are consistent with the difference between the present 11 6 pg/m’ median
observed at the Site, and the state-wide median of 20 2 pg/m’ The latter mass loading has been
used as the scenario mass loading from which the probability distribution was developed

A significant deficiency 1n rainfall can cause increased wind erosion of surface soil, even from
vegetated areas Site-specific data suggest that a reduction of 25% 1n annual rainfall, indicative
of the onset of drought-like conditions (NDMC, 1995), occurs about 15% of the time, based on a
data set spanning 37 years at the Site (see Appendix F) For purposes of developing a probability
distribution, the working group assumed that deficiencies mn ramnfall, to represent dryer than
normal conditions, would influence about 25% of all modeled occurrences The dust emission
factor during such periods was adjusted upward about 14% based on gurdance contained 1n
AP-42 (MR, 1998, p 2-2) The calculation 1s simple—for days with precipitation equal to at
least 0 01 inches, fugitive dust 1s suppressed, and days with less than 0 01 inches of rain emit
fugitive dust Suppression from hight snowfall was not considered The site-specific data were
used to derive estimates of precipitation days in normal and dry years

Data from wind-tunnel studies conducted after the 50-acre test burn at Rocky Flats in Calendar
Year 2000 (CY2000) provided estimates of erosion potential at different times following the
grass fire A springtime fire on the site can be expected to cause an annual increase 1n erosion
potential of about 2 5 times the potential without a fire (see Appendix F) due to removal of
vegetation that provides a natural barrer to wind In other words, after a springtime fire, the
annually averaged mass loading should increase about 2 5 times Within the next year or so,
however, conditions would be expected to become normal Extrapolation of these same data to a
fire that might occur 1n the fall suggests that annual emissions would increase about 4 7 times,
the fall iming presenting less favorable conditions for vegetative recovery

Based on the frequency of burns outlined in the Site’s proposed controlled burn plan (DOE, June
2000) 1t has also been assumed that these fires could potentially imnvolve a contaminated area
once every 10 years Half of those fires have been assumed to occur 1n the spring (warm
seasons) when recovery 1s more rapid, and half have been assumed to occur n the fall (cold
seasons), with slower recovery Thus rate of fire occurrence 1s much greater than would be
estimated for wildfires that might be caused by hightning or other causes, based on statewide data
describing wildfire frequency (CO State Forest Service, 1999) Members of the working group
also noted that controlled burns would not normally be prescribed m the fall, but such
occurrences have been retained so as not to exclude wildfire events The assumption of
relatively frequent fall controlled-burn events constitutes a conservative assumption in the
model, as does the imitial assumption of an average frequency of 10 years on the contaminated
area The 10-year frequency assumption overestimates both observed fire frequency 1n the Front
Range based on acreage, and estimated frequency based on the relative area of the contaminated
zone compared to the area of the site
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4.6.5 FINAL EMPIRICAL DISTRIBUTION FUNCTION

These probabilistic events were combined 1 a form that could be used by RESRAD and EPA’s
Standard Risk equations, specifically in the form of a discrete “continuous linear” (RESRAD’s
designation) distribution Thus type of distribution 1s also referred to 1n the statistics literature as
an empirical distribution function, or an empirical cumulative distribution function The
development of this distribution 1s detailed in Table 4-7 The eighth column 1n this table, labeled
Grand Frequency, shows that the scenario mass-loading base conditions would be expected at
Rocky Flats approximately 67 5% of the time, with dry weather influencing this base condition
about 22 5% of the ime Post-fire conditions, occurring n the upper 10% of the mass loading
distribution are divided such that 90™ to 95™ percentile conditions are dominated by spring
recovery events, including influence by dryer conditions, and 95™ and greater percentiles are
dominated by fall recovery events The mimmum and maximum values (zero and 100®
percentile conditions) needed to completely specify the empirical distribution function , are

10 pg/m’and 200 pg/m?, respectively The mimmum 1s given as the low-mass loading observed
1n site-specific measurements and the maximum is based on the maximum value observed 1n the
statewide PM-10 mass data, increased by a factor of about four This value may be somewhat
more consistent with a possible fall-fire maximum value The extremes of the distribution have
little actual influence on the RESRAD or risk calculations, since the probability of such extreme
occurrences 1s neghgible The 95™ percentile (67 pg/m®) was used for pomnt estimate
calculations

Table 4-7 Frequency distribution matrix showing derivation of empirical cumulative frequency
distribution for mass loading  Minimum and maximum values are not shown

Grand Grand | Mass Cum

Fire Weight Freq. Precip | Weight Freq Weight Freq Loading | Freq
(pg/m’)

None 10 090 Normal | 10 075 10 06750 | 202 0338
None 10 090 Dry 014 025 114 02250 231 0 788
Spring | 2 51 005 Normal | 10 075 251 00375 |507 0919
Spring | 251 005 Dry 014 025 287 00125 | 580 0944
Fall 474 005 Normal | 10 075 474 00375 1957 0969
Fall 474 005 Dry 014 025 542 00125 11095 0994

Freq = frequency, Precip = precipitation, Cum Freq = cumulative frequency
4.7 SELECTION OF CANCER SLOPE FACTORS

The EPA classifies all radionuclides as Group A (known) human carcinogens based on their
property of emitting ronmizing radiation and on extensive evidence from epidemiological studies
of radiogenic cancers in humans (U S EPA, 2001a) At Superfund sites with radioactive
contamination, EPA generally evaluates potential human-health nisks based on the radiotoxicity,
1 e, adverse health effects caused by 10n1zing radiation, rather than on the chemical toxicity of
each radionuchde present An exception 1s uranium, where both radiotoxicity and chemcal
toxicity should be evaluated (U S EPA, 2001a) Usually only carcinogenic effects of
radionuclides are considered because, 1n most cases, cancer occurs at lower doses than either
mutagenesis or teratogenesis
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In order to evaluate the likelithood of cancer from exposure to individual radiogenic carcinogens,
EPA's Office of Radiation and Indoor Air calculates cancer slope factor values for each
individual radionuclide, based on 1ts umque chemical, metabolic, and radioactive properties The
cancer slope factors used 1n these risk calculations were obtained from Office of Radiation and
Indoor Air's most current (April 16, 2001) Health Effects Assessment Summary Tables
(HEAST) and were, 1n large part, based on the nsk coefficients derived in Federal Guidance
Report No 13, "Cancer Risk Coefficients for Environmental Exposure to Radionuclides” (U S
EPA, 1999b) The only exceptions are the cancer slope factors for the so1l ingestion pathway,
which were not derived 1n Federal Guidance Report No 13 The Office of Radiation and Indoor
Aur derived the cancer slope factors for the so1l mgestion pathway in a parallel fashion to those
presented 1n Federal Guidance Report No 13 for the other pathways

A cancer slope factor 1s an estimate of the probability of an mmdividual developing cancer per unit
intake of, or external exposure to a specific carcinogen over a lifetime Inhalation and mngestion
cancer slope factors for radionuclides are central estimates 1n a linear model of the age-averaged,
lIifetime radiation cancer risk for incidence of both fatal and nonfatal cancers per umt of activity
ingested or mhaled These cancer slope factors are expressed as risk per picoCurie (U S EPA,
2001a) External exposure cancer slope factors for radionuclides are central estimates of the
lifetime radiation cancer incidence risk for each year of exposure to external radiation from
radionuclides distributed uniformly 1n a thick layer of soil The units for these external radiation
slope factors are expressed as risk/yr per pCv/g soil (U S EPA, 2001a) Thus, a cancer slope
factor 1s similar to a dose conversion factor, but instead of assigning a umit dose for every unit of
exposure (mrem/pCi), a unt of risk 1s assigned for every unit of exposure (probability of adverse
effect/unit radioactivity) Dose conversion factors are discussed m Section 4 8

Cancer slope factors can be used to estimate lifetime-cancer risks to members of the general
population due to radionuclide exposures, when combined with site-specific media concentration
data and appropnate exposure assumptions The EPA risk assessment methodology (U S EPA,
2000) calculates the hfetime-cancer risk associated with a radionuchide mntake or external
exposure as the product of the estimated lifetime 1ntake, or external exposure to, a particular
radionuchde and the radionuchide-specific cancer slope factor This calculation presumes that
risk 1s directly proportional to intake or exposure, 1 e , 1t follows a linear, no-threshold model
Current scientific evidence does not rule out the possibility that risks from environmental
exposure levels calculated this way may be over- or under-estimated However, several recent
expert panels (UNSCEAR, 1993, 1994, NRPB, 1993, NCRP, 1997) have concluded that the
linear, no-threshold model 1s sufficiently consistent with the current understanding of
carcinogenic effects of radiation that 1ts use 1s scientifically justified for estimating risks from
low doses of radiation This linear, no-threshold model 1s umversally used for assessing the nisk
from environmental exposure to relatively low environmental concentrations of radionuclhides as
well as to other carcinogens (below a nisk of approximately 10) (U S EPA, 1999b)
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The EPA has calculated cancer slope factors for most radionuchides Different radionuchdes
generally have different slope factors The slope factors also vary depending on route of
exposure Therefore, nsk associated with inhaling 1,000 pCi of uranium 1s different from that of
mhaling 1,000 pCi of cestum  Also, the risk associated with inhaling 1,000 pCi of radium 1s
different from that of ingesting 1,000 pCi of radium via drinking water

The radiation nisk coefficients for cancer incidence that are the basis for the new cancer slope
factors m HEAST incorporate the state-of-the-art models and methods developed m ICRP 60
through 72 (U S EPA, 2001a) These new models take into account age and gender differences
in radionuchide intake, metabolism, dosimetry, radiogenic risk, and competing causes of death
They are intended to apply to the general public who may be exposed to low-levels of
radionuclides 1n the environment These new risk coefficients mcorporate

The most recent epidemiological evidence for cancer nsk,
Updated vital statistics from the 1989-91 U S decenmial life tables, which define survival
rates for an average person 1n the population,

e Improved biokinetic and dosimetry models from ICRP 60 through 72, which increase the
predicted quantities for ingestion and decrease the predicted quantities for inhalation,

e More relevance to the general public — for internal doses, they incorporate age- and
gender-specific absorbed dose rates, usage data, and nisk coefficients for specific cancer
sites over the lifetime of the exposed population,

e Most recent external dosimetry (based on Federal Guidance Report No 12), which still 1s
based on dose rates calculated for a reference adult male, applied to all ages and genders
(US EPA, 1993), and

e The lung absorption type (M) and gastrointestinal (GI) fractional-absorption coefficient
recommended by ICRP 71 (ICRP, 1995b) for environmental exposures to plutonium and
americium

Initially, the RSALs were calculated using age-weighted cancer slope factors for all of the
exposure scenarios Several peer reviewers commented that 1t was mappropriate to use slope
factors that incorporated both childhood and adult biokinetics and dosimetrics to model risk for
adult only exposure scenarios such as the Wildlife Refuge Worker and the Office Space Worker
For these scenarios, the RSALs were re-calculated using adult specific (e g, ages 18 to 65 years)
slope factors provided by Phil Newkirk with EPA’s Office of Radiation and Indoor Air
(Newkirk, 2002) RSALs for the Rural Resident and Open Space User scenarios were calculated
using the age-weighted cancer slope factors Young children, as well as adults, are expected to
be exposed m both of these scenarios, and were evaluated by age-averaging the exposure Table
4-8 summarizes the cancer slope factors used 1n the Standard Risk calculations of RSALs
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Table 4-8 Cancer slope factors used n nisk-based calculations of RSALSs

Isotope Asge Group™? Oral/Ingestion Inhalation External
P g P (risk/pCy) (risk/pCy) (risk/yr per pCvg)
All ages 217x10"
Am-241 8 e 281x10° 276x10°
Adults only 910x10
All 277x10"°
Pu-239 ez - 333x10° 200x 10°°
Adults only 121x10
All 158x10"
U-234 o - 114x 10* 252x10%
Adults only 511x10
All 157x10"
U-235 % i 101x10° 518 107
Adults only 492x 10
All 143x10"
U-238 2 S 932x 10° 499x 10"
Adults only 466x 10

TCancer slope factors for all ages are relevant to the Rural Resident and Open Space User scenarios
ZCancer slope factors for adults only are relevant to the Wildife Refuge Worker and Office Worker scenarios

4.8 SELECTION OF DOSE CONVERSION FACTORS

The RESRAD computer code requires the creation of and specification of a hibrary of dose
conversion factors, which 1s used for dose calculations Separate values for dose per umt of
radioactivity inhaled or ingested need to be specified for each 1sotope for which dose calculations
are performed Several 1sotopes of concern at Rocky Flats (notably the 1sotopes of plutonium)
have different dose conversion factors depending on their physical form and their consequent
behavior 1n the body (rate of absorption nto the blood, rate of clearance from the lung, target
organs, etc ) Decisions were made as to which dose conversion factors were appropriate

The computation of dose conversion factors 1s fairly complicated, and requires the use of a
separate model (outside the scope of RESRAD) ICRP 1s a recognized body of experts from all
areas 1n the field of health physics that 1s tasked with developing and refining guidance on
radiation protection, including the calculation of dose conversion factors for radioisotopes The
ICRP periodically reviews the experimental literature, updates 1ts model assumptions about the
way radioisotopes behave nside the body, revises 1ts radiation protection guidance and/or revises
the values of the dose conversion factors based upon the best available science at the time, and
publishes its proceedings i numbered pubhications The ICRP 1s recognmized by all U S
regulatory agencies (NRC, DOE, and EPA) as a highly credible source of radiation protection
guidance

ICRP onigmally created dose conversion factors for radioisotopes entering the body 1n 1ts ICRP 2
for worker exposure (ICRP, 1959), there have been two comprehensive revisions since then

The first revision 1s captured imn ICRP 26 and 30 for worker exposure (ICRP, 1977, 1979) The
second and most recent revisions are published m ICRP 60 through 72 with compilations of dose
conversion factors in ICRP 68 (ICRP, 1994b) for worker exposure and ICRP 72 for exposure of
the public (ICRP, 1996) Because of the timing of these revisions, the 1996 calculations of
RSALs utilized the dose conversion factors from ICRP 30 (ICRP, 1979), and the RAC utilized
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the dose conversion factors from ICRP 72 (ICRP, 1996) Since the later dose conversion factors
are based upon a more complete research base, and are explicitly applicable to environmental
exposure of the public as opposed to radiation worker exposure, they are being used 1n the
current calculations

4 8.1 DIFFERENCES BETWEEN ICRP 30 AND ICRP 72 DOSE CONVERSION FACTORS

The ICRP 72 (ICRP, 1996) dose conversion factors represent a culmination of several revisions
of the model and methodology used to compute doses 1 ICRP 30 (ICRP, 1979) The most
significant changes include the development of dose conversion factors specific to various age
groups, the revision of the lung model itself, a more extensive set of tissue-weighting factors
(which are used to calculate dose to the whole body and 1s equivalent to the sum of doses to
individual organs) and revisions to certain ingestion dose conversion factor selection options
(including plutontum) that reflect the greater uncertainty mherent in environmental exposure to
ingested radionuchides

The revision of the lung model represents a refinement of the assumptions about distribution of
inhaled radionuclides 1n the body Consideration 1s given to the particle-size distribution 1n the
inhaled aerosol and 1ts deposition, transfer and site-specific exposure to the various parts
(compartments) of the system mouth/nose, esophagus, tracheobronchia, alveoli, lymph, and
blood As far as actimdes are concerned, particularly plutonium, the revision of the lung model
has the effect of somewhat increasing the inhaled, cleared and swallowed fraction, while
reducing the fraction which deposits 1 and is retained 1n the lung—the dose conversion factor
for inhalation decreases by a factor of 2 to 5, depending on clearance/absorption category from
the dose conversion factor in ICRP 30 (see Table 4-9)

The addition of a number of tissue-weighting factors generally has the effect of reducing the
effectrve dose equivalent resulting from exposure of the principle organs affected by ingested
plutontum (liver and bone surfaces) This 1s due to two facts the weighting factor for bone
surfaces was reduced by a factor of three 1n the light of later research, and the apportionment of
the ICRP 30 (ICRP, 1979) “remainder of the tissues 1n the body” factor of 0 3 to a number of
specific organs (liver 0 05) has the effect of reducing the liver dose contribution by a factor of
S1X

The revision 1n the value of the gastrointestinal uptake fraction (f1) for plutonium has the effect
of significantly increasing the ingestion dose coefficient The single value for f1 m ICRP 72
(ICRP, 1996) 1s 50 times higher than the lowest f1 in ICRP 30 (ICRP, 1979), this offsets the
effect of the tissue-weighting factors described above The net effect 1s to imcrease the ingestion
dose conversion factor for plutontum (all compounds) by a factor of about 18 over the dose
conversion factor for plutontum oxide that was used previously (see Table 4-10)

For plutontum (and for americium to a lesser degree) the overall change resulting from the

modifications in ICRP 72 (ICRP, 1996) is to increase the relative importance of ingested
plutonium over inhaled plutonium to dose contribution
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4.8.2 CHOICE OF LUNG ABSORPTION TYPE FOR INHALATION DOSE CONVERSION FACTOR
FOR PLUTONIUM

An additional change resulting from the revision of the lung model in ICRP 60 through 72 1s that
the system of lung clearance classes from ICRP 30 (ICRP, 1979) (Y, W, D representing year,
week, and day timeframes for clearance of inhaled maternal from the lung) are replaced with a
system of lung absorption types (S, M, F for slow, medium, and fast, respectively, absorption
from the lung to the blood) While there are parallels between these two systems, they are not
identical, since clearance 1s a combination of both mechanical removal and absorption to the
blood In addition, the boundary critenia for selecting S versus M (residence half time 1n lung
greater than 700 days) 1s seven times greater than for selecting Y versus W in ICRP 30 (half time
greater than 100 days) (ICRP, 1995, page 397)

The ICRP 30 clearance classes for plutonium (as well as the choices for mgestion dose
conversion factor) were based largely upon the chemical state of the plutontum Y was
recommended for oxides and W for all other compounds and mixtures of compounds This
system 1s loosely retamned in ICRP 68 (ICRP, 1994b) (workers) reflecting the higher degree of
confidence 1n the chemical and physical characteristics of the inhalation and ingestion exposures
1n the occupational setting For ICRP 72 (public) (ICRP, 1996) the S, M, and F absorption types
are not to be strictly based upon chemical form, unless confidence 1n the chemical form 1s high

The agencies differed 1n their opinions as to the degree of certainty 1n the chemical and physical
form of the plutonium 1n the environment around Rocky Flats DOE believes that there 1s high
confidence that the plutonium 1n the environment 1s present as pure plutonium dioxide, for which
the absorption Type S 1s the appropriate choice The other agencies did not hold such high
confidence of complete oxidation of the plutonium released to the environment, and also
admitted the possibility of additional confounding factors such as attachment to small soil
particles, for which absorption from the lung to the blood may be influenced by the rate of
dissolution of the soil matrix as well as the chemical form of the plutonmum ICRP 71 (ICRP,
1995b) provides the results of new studies done since the publication of ICRP 30 (ICRP, 1979)
This oniginal publication shows greater variability in the absorption behavior of plutonium under
environmental (as opposed to workplace) conditions, describes a number of chemical and
physical complicating factors, and advocates the selection of Type M, as a measure of prudence,
1n the absence of site-specific mformation Although there 1s site-specific information at Rocky
Flats that indicates that plutontum dioxide 1s present under the 903 Pad, the majority of the
working group felt that there was uncertainty in the degree of oxidation across the entire site It
was therefore prudent to select Type M for use 1n dose calculations 1 this Task All parties
agreed, however, that while disagreement remained on the science and on the mnterpretation of
the ICRPs, the calculation of RSALs was effected to only a minor extent and 1n the direction of
greater conservatism
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Table 4-9 Comparative inhalation dose conversion factors (millirem/picoCurie)

ICRP 30 Dose ICRP 72 Dose ICRP 72 Dose
Isotope Conversion Factors Conversion Factors Conversion Factors
(adult) (child)

w 043 M 019 M 029
Pu-239/240 1

Y 031 S 0 06 S 014

. M 0162 M 0 26*
Am-241 W 044

S 0 06 S 015

"Value used 1n 1996
Value used m this report

Table 4-10 Comparative ingestion dose conversion factors (millirem/prcoCurie)

ICRP 30 Dose ICRP 72 Dose ICRP 72 Dose
Isotope Conversion Factors Converston Factors Conversion Factors
(adult) (child)
Nitrates 00035
Pu-239/240 | Allother _ 000037 | Allforms 000093 | All forms 00016
Oxides 0 000052
Am-241 All forms 0 0036’ All forms  000074° | All forms 0 0014
"Value used m 1996
?Value used 1n this report
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5.0 RiISK AND DOSE MODELING RESULTS AND DISCUSSION

Chapter 5 summarizes and interprets the results from the risk and the dose-based calculations of
RSALs The RESRAD and Standard Risk equations provide estimates of RSALs for mndividual
radionuchides These results are presented in Tables 5-1, 5-5, 5-9, and 5-12 For remediation
field application, the RSALs will be applied as sum-of-ratios wherever both plutonium and
americium (a predomant decay product) are present together 1n the environment The approach
for calculating sum-of-ratios 1s discussed 1n Section 5 1, and the nominal sum-of-ratio values
associated with complete americium n-growth in weapons-grade plutonium are shown 1n

Tables 5-2, 5-6, 5-10, and 5-13

5.1 SuM-OF-RATIOS METHODOLOGY FOR MULTIPLE RADIONUCLIDES AND
ADJUSTED RSALS FOR AMERICIUM AND PLUTONIUM

If multiple radionuclides are present 1n the environment, the sum-of-ratios method 1s typically
used to account for the contribution of each single 1sotope towards the dose- or risk-based limit
Measured values of all radionuchdes present are compared to action levels by dividing the
measured value of each radionuchide by its respective action level, then adding the ratios If the
sum of the individual ratios 1s greater than one, then the limit 1s exceeded

Rl,  R2,  R3,
Rl,, R2, R3, Rn,,

where,
Rly = measured value of the first radionuchde, etc
R1a. =action level of the first radionuchde, etc

If the proportion of each radionuchide 1n the soil (activaty ratio, p) 1s known, this equation can be
modified to develop adjusted RSALs for single radionuchdes in that mixture For example, the
following equation 1s used to derive a sum-of-ratios-adjusted action level for plutonium n the
presence of americium

Pu, xAm,

Pug =
pPu, +Am,,

where,
Pusg = sum-of-ratios-adjusted action level for plutontum
Pua;. = action level for plutonium
Amap = action level for americium
Yo = Am Pu activity ratio
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The sum-of-ratios-adjusted action level for americium can then be calculated as follows

P
Amg, =(1- Low ) Am,,
Pu,,

Whenever presenting RSALSs adjusted by sum-of-ratios calculations, it 1s important that the
americium plutonium activity ratio also be specified In this risk assessment, a nominal activity
ratio of 0 182 has been used, which corresponds to the value for typical weapons-grade
plutonium with maximum in-growth of americium This value 1s about 20% higher than what 1s
currently found at Rocky Flats near the 903 Pad Tables 1n the following sections give examples
of adjusted RSALSs selected from the 5" percentile of the RSAL distributions (see Sections 5 1
and 5 2) calculated by the probabilistic nisk and dose approaches

5.2 RISK MODELING RESULTS FOR EACH SCENARIO

The results of the nisk-based RSALSs are presented for the rural resident (Table 5-1), the waldhfe
refuge worker (Table 5-5), the office worker (Table 5-9), and open space user (Table 5-12) The
RSALSs for the rural resident and wildlife refuge worker were estimated using both probabilistic
and point estimate approaches All probabilistic stmulations are run with 10,000 iterations using
Crystal Ball® The RSAL:s for the office worker and open space user were estimated using only
a pomt estimate approach A probabilistic assessment was not performed for these two exposure
scenarios because they are not expected to have a significant impact on the risk decision-making
process for this site  Since the development of a probabilistic assessment can be very time and
resource intensive, the working group made a decision to focus 1its efforts on developing the
probabilistic assessments for the Rural Residential and Wildlife Refuge Worker scenarios For
the point estimate approach, single values representing a RME individual were input to the
equation and a single RSAL value was calculated for each radionuclide at the target cancer risk
levels of 10,105, and 10°® As shown 1n Table 5-9, for example, an RME office worker who 1s
exposed daily to 63 pCr/g of Am-241 1n so1l over 25 years would have no greater than a 1 1n
100,000 chance of developing cancer as a result of that exposure, a 10° risk  Directly below
each table showing RSAL estimates for individual radionuclides 1s a table that presents the
RSAL values adjusted by the sum-of-ratios method to account for the additional activity of either
americtum or plutonium (Tables 5-2, 5-6, 5-10, and 5-13) As shown in Table 5-10, when
Am-241 and Pu-239 are considered together, the RSAL for Am-241 1n the Office Worker
scenario reduces to 12 pCy/g for a target nisk of 10° Additional tables summarize the percent
contributions by each exposure pathway considered in the assessment (Tables 5-3, 5-4, 5-7, 5-11,
and 5-14) The RSALs are protective for cumulative exposure across all these pathways

The EPA 1s required by law to use the RME individual as a basis for evaluating human health
risks and developing preliminary remediation goals (or RSALSs) at Superfund sites (U S EPA,
1990) In a point estimate approach the RSAL represents a soil concentration that 1s protective
of the RME individual In a probabilistic approach, EPA defines the 90™ to 99" percentiles of a
risk distribution as the recommended RME range, with the 95" percentile as the starting pomt for
risk-decision making (U S EPA, 2001b) Because RSAL calculations, for the most part, are the
mverse of nisk calculations, the RME range for the RSAL distribution corresponds to the 10" to
1% percentiles, with the 5™ percentile as the recommended starting pomt Simular to the point
estimate approach, probabilistic RSALSs are presented as a range of target cancer-risk levels
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Probabulistic nisk-based RSALs are presented in Tables 5-1 and 5-5 for the rural resident and the
wildhfe refuge worker, respectively A range of values, described as probabihty distributions,
was mnput to the equations, yielding a range or distribution of RSALSs that reflects variability
exposures among a population A health-protective RSAL can be selected from this distribution
As an example of how the tables can be used, using the recommended starting point of the 5™
percentile, an RME resident exposed over a lifetime (both childhood and adulthood exposure) to
9 pCr/g of Am-241 1n so1l would have no greater than a 1 1n 100,000 (10”°) chance of contracting
cancer This 1s 1n addition to the background cancer rate of approximately 1 m3inthe U S
(Colorado Central Cancer Registry, 1999)

The probabihistic estimates and the point estimates for individual radionuchides are presented
side-by-side n Tables 5-1 and S-5 for perspective  When the estimates are consistent (1 ¢, the
point estimate falls within the 10™ to 1% percentiles of the probabilistic results there 1s a tendency
to accept the results with an increased level of confidence However, the results are not expected
to be identical The two methods represent different concepts about how to estimate risks to the
RME individual For example, 1n the point estimate approach, the parameters are fixed, no
matter what the probability of having that specific combination of mnputs It would be
serendipitous to have those fixed values comncide exactly with a probabilistic assessment of the
same scenario at the 90™, 95® 99 or any other percent confidence levels If the estimates differ
significantly, 1t 1s important to evaluate the assumptions associated with the mputs to the
exposure equations to understand the reasons for the difference This methodological difference
1s discussed further 1in Chapter 7

Table 5-1 Rusk-based RSALs (probabilistic and point estimate) for individual radionuclhides
for the rural restdent

RSALs (pCv/g) at Selected Target Risks
Radionuchde Percentile!
10 10 10°¢

10" 145 140 10
5™ 93 90 10

Am-241
1 39 40 04
Point estimate 70 70 10
1o 439 440 40
5t 284 280 30

Pu-239
1 139 140 10
Point estimate 128 130 10

"The lower percentiles (10™ to 1%) of the RSAL distribution correspond to upper percentiles (90™ to 99™)of
the risk distribution These percentile ranges are referred to as the RME range
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Table 5-2 Risk-based RSALs for the rural resident from Table 5-1 adjusted by SOR
method

Percentile of RSAL:Ss (pCy/g) at Selected Target Risks
Radionuclide RSAL
Distribution’ 10* 10° 10°¢
10® 52 50 10
50 33 30 03
Am-241
1* 15 20 02
Point estimate 17 20 02
10® 283 280 30
sM 183 180 20
Pu-239
1* 84 90 10
Point estimate 96 100 10

The lower percentiles (1 0" to 1*") of the RSAL distribution correspond to upper percentiles (90" to 99%)
of the nisk distribution, which are referred to as the RME range
SOR = sum-of-ratios

Table 5-3 Probabilistic risk-based RSALSs for the rural resident — percent (%) contributions
of exposure pathways to RSALSs using individual nuchdes and adjusted by SOR method

Americium (Am) Plutomum (Pu) Am + Pu
Exposure | Individual SOR Individual SOR SOR
Pathway Nuchde' Adjusted’ Nuchde' Adjusted’ Adjusted
(%) (%) (%) (%) (%)
External 493 76 16 14 90
Inhalation 79 12 324 274 286
Plant 29 4 45 159 135 180
mgestion
Soil 13 4 21 50 1 424 45
mgestion

"The arithmetic mean of the probabihity distribution of percent contributions of exposure pathways to the RSAL
calculated for the individual nuchde

2Anithmetic mean percent contribution adjusted by SOR method to account for an Am Pu activity ratio of 0 182
SOR = sum-of-ratios
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Table 5-4 Point estimate risk-based RSALs for the rural resident — percent (%) contributions of
exposure pathways to RSALs using individual nuclides and adjusted by SOR method

Americium (Am) Plutonium (Pu) Am + Pu
Exposure | Individual SOR Individual SOR SOR
Pathway | Nuchde' Adjusted’ Nuchde' Adjusted’ Adjusted
(%) (%) (%) (%) (%)
External 24 4 38 03 03 41
Inhalation 182 28 394 333 361
Plant 383 59 155 131 190
ingestion
Soil 191 29 447 378 407
ngestion

'The relative contributions of exposure pathways to the RSAL calculated for the individual nuchide
*Relative pathway contribution adjusted by SOR method to account for an Am Pu activity ratio of 0 182
SOR = sum-of-ratios

Table 5-5 Rusk-based RSALs (probabilistic and pont estimate) for individual
radionuclides for wildlife refuge worker

RSAL:s (pCy/g) at Selected Target Risks
Radionuchde Percentile’
107 10° 10°¢

10® 904 90 90
5t 760 76 76

Am-241
1 560 56 56
Point estimate 514 51 51
10" 1,472 147 147
50 1,160 116 116

Pu-239
1* 737 74 74
Point estimate 670 67 67

"The lower percentiles (10™ to 1) of the RSAL distribution correspond to upper percentiles (90" to 99%)
of the nisk distribution These percentile ranges are referred to as the RME range
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Table 5-6. Risk-based RSALs (probabilistic and point estimate) for the wildlife refuge worker
from Table 5-5 adjusted by the SOR method

Percentile of RSALSs (pCvg) at Selected Target Risks
Radionuchde RSAL
Distribution’ 10" 10° 106
10® 207 21 2
5t 165 17 2
Am-241
1* 108 11 1
Point estimate 99 10 1
10" 1,136 114 11
50 908 9] 9
Pu-239
1* 594 59 6
Point estimate 541 54 5

"The lower percentiles (10" to 1) of the RSAL distribution correspond to upper percentiles (90 to 99'™)
of the nisk distribution, which are referred to as the RME range
SOR = sum-of-ratios

Table 5-7 Probabilistic risk-based RSALs for the wildlife refuge worker — percent (%)
contributions of exposure pathways to RSALSs using individual nuclides and adjusted by
SOR method

gl

Americium (Am) Plutonium (Pu) Am + Pu
Exposure | Individual SOR Individual SOR SOR
Pathway | Nuchde! Adjusted’ Nuchde' Adjusted’ Adjusted
(%) (%) (%) (%) (%)
External 582 89 04 08 97
Inhalation 217 33 489 415 44 8
Plant 00 00 00 00 00
mgestion
Soil 201 31 501 24 455
ingestion

"The arithmetic mean of the probability distribution of percent contributions of exposure pathways to

the RSAL calculated for the individual nuclide

?Anithmetic mean percent contribution adjusted by SOR method to account for an Am Pu activity

ratio of 0 182

SOR = sum-of-ratios
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Table 5-8 Point estimate risk-based RSALSs for the wildlife refuge worker — percent (%)
contributions of exposure pathways to RSALSs using individual nuchides and adjusted by

SOR method
Americium (Am) Plutonium (Pu) Am + Pu

Exposure | Individual SOR Individual SOR SOR
Pathway Nuchde' Adjusted’ Nuchde' Adjusted’ Adjusted

(%) (%) (%) (%) (%)
External 382 58 04 03 61
Inhalation 400 61 618 523 58 4
Plant 00 00 00 00 00
mgestion
Soil 219 33 379 321 354
ingestion

'The relative contributions of exposure pathways to the RSAL calculated for the individual nuchide
?Relative pathway contribution adjusted by SOR method to account for an Am Pu activity ratio of 0 182

SOR = sum-of-ratios

Table 5-9 Rusk-based RSALSs (point estimate only) for individual radionuclides for the

office worker

RSALSs (pCy/g) at Selected Target Risks
Radionuchde
10" 10° 10°
Am-241 634 63 63
Pu-239 806 81 81

Table 5-10 Risk-based RSALSs (point estimate only) for the office worker from Table 5-9

adjusted by the SOR method

RSAL:s (pCvr/g) at Selected Target Risks

Radionuchde
107 10° 10
Am-241 119 12 1
Pu-239 655 65 7

SOR = sum-of-ratios
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Table 5-11 Pomt estimate nisk-based RSALSs for the office worker — percent (%)
contributions of exposure pathways to RSALs using individual nuclides and adjusted by

SOR method
Americium (Am) Plutonium (Pu) Am + Pu
Exposure Individual SOR Individual SOR SOR
Pathway Nuchde' Adjusted’ Nuchde' Adjusted’ Adjusted
(%) (%) (%) (%) (%)
External 360 55 03 03 57
Inhalation 46 0 70 692 586 65.7
Plant 00 00 00 00 00
1ngestion
Soil 180 27 305 258 286
1ngestion

The relative contnbutions of exposure pathways to the RSAL calculated for the individual nuchde
’Relative pathway contribution adjusted by SOR method to account for an Am Pu activity ratio of 0 182
SOR = sum-of-ratios

Table 5-12 Risk-based RSALs (point estimate only) for individual radionuclides for
the open space user (pCr/g)

RSAL:s (pCy/g) at Selected Target Risks
Radionuchde
10* 10° 10°
Am-241 1,088 109 109
Pu-239 1,143 114 114

Table 5-13 Rusk-based RSALSs (point estimate only) for the open space user from
Table 5-12 adjusted by the SOR method

RSAL:s (pCyr/g) at Selected Target Risks
Radionuchde p
10* 10° 10°
Am-241 175 17 2
Pu-239 960 96 10
SOR = sum-of-ratios
Task 3 Report 70 9/30/2002

7




SN

Table 5-14 Pomt estimate risk-based RSALs for the open space user — percent (%)
contributions of exposure pathways to RSALs using individual nuchdes and adjusted by
SOR method

Americium (Am) Plutonium (Pu) Am + Pu

Exposure | Individual SOR Individual SOR SOR Adjusted
Pathway | Nuchde' | Adjusted’ | Nuchde' | Adjusted’ % ;

(%) (%) (%) (%)
External 231 35 02 02 37
Inhalation 344 52 42 8 363 415
Plant 00 00 00 00 00
ingestion
Soil 425 65 57 483 548
ngestion

"The relative contributions of exposure pathways to the RSAL calculated for the individual nuchde
ZRelative pathway contribution adjusted by SOR method to account for an Am Pu activity ratio of 0 182
SOR = sum-of-ratios

Despite the number of apparent significant digits reported 1n the tables above, the estimates
should not be viewed as exact calculations There are inherent uncertainties n the risk
assessment process The selection of future land use scenarios, risk or dose models, and
parameter nputs all require careful evaluation of the existing mnformation and an assessment of
the strengths and weaknesses of that information These strengths and weaknesses must be
communicated to the rnisk decision-makers to facilitate health-protective remedial decision-
making Chapter 7 provides a more detailed discussion regarding the sources of variability and
uncertainty in this nisk assessment that may have the greatest impact on the selection of an RSAL
that 1s protective of the RME individual As a general practice, the working group tried to
present data as accurately and factually as possible without interjecting bias  When the
information on vartability was sparse or otherwise uncertain 1n the probabilistic approach, the
working group employed professional judgment 1n selecting a probability distribution, or 1n
some cases a health-protective point estimate, with tendency to bias the estimate somewhat
conservatively

It 1s important to understand that RSALs are imitial gmidelines and do not represent final cleanup
or remediation levels Risk managers must evaluate the remedial alternatives against the nine
criteria described m the National Contingency Plan (NCP) (U S EPA, 1990) These criteria are
given 1n Table 5-15 Achieving a target level of protection 1s one of the primary factors, but this
objective needs to be balanced by other criteria such as feasibility, permanence, state and
community acceptance, and cost A final cleanup level may differ from an RSAL following a
comprehensive evaluation of these criteria
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Table 5-15 Nine critenia for evaluation of cleanup alternatives '

Category

Critenia

Threshold cniteria

Overall protection of human health and the
environment

Compliance with applicable or relevant and
appropriate requirements (ARARS)

Balancing criteria

Long-term effectiveness and permanence

N

Reduction in toxicity, mobility, or volume
through treatment

Short-term effectiveness

Implementability

Cost

Modifying critena

State acceptance

Aol B T BN B e O Y|

Community acceptance

!Source National Contingency Plan, US EPA, 1990
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5.3 DOSE-BASED RSALS FOR INDIVIDUAL RADIONUCLIDES

The results of the dose-based calculations are expressed 1n terms of individual radionuchde
surface-soil activity concentrations that equate to a 25-mrem annual dose The RSAL values for
mdividual radionuclides as well as the adjusted sum-of-ratio values are shown 1n Tables 5-16,
5-17, 5-18, 5-20, 5-22, 5-23, and 5-24 The calculations are based on RESRAD 6 0 simulations
for the following potential receptor populations rural resident adult and child, wildlife refuge
worker, office worker, and open space user RSALSs for probabilistic calculations have been
selected at the 5™ percentile of the probability distribution

Table 5-16 Dose-based RSALs (probabilistic and point estimate) for individual radionuchides and
adjusted by the SOR method for the adult rural resident

Percentile of Annual Dose Individual Sum-of-Ratios
Radionuchde Dose (mrem/yr per RSAL RSAL
Distribution’ 100 pCy/g) (pCvg) (pCvg)
50" 602 414 141
90™ 221 113 59
Am-241
95% 348 719 42
Point estimate 112 191 56
| 50™ 214 1,168 772
90" 365 685 326
‘ Pu-239
95™ 448 558 231
Point estimate 232 433 307

TThe percentile values for dose-based results can be mterpreted simlarly to the risk-based results discussed earlier in
this chapter For example, the 90" and 95 percentiles of the dose distribution correspond to the 10™ and 5®
percentiles of the RSAL distribution The point estimate annual dose 1s the arithmetic mean

SOR = sum-of-ratios
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Table 5-17 Dose-based RSALSs (probabilistic and point estimate) for individual radionuchides

and adjusted by the SOR method for the child rural resident

Percentile of Annual Dose Individual Sum-of-Ratios
Radionuchde Dose (mrem/yr per RSAL RSAL
Distribution’ 100 pCv/g) (pCv/g) (pCrg)
50® 405 617 237
90™ 953 262 69
Am-241
95t 123 203 46
Point estimate 526 137 29
50® 118 2,119 1,304
90" 485 515 379
Pu-239
95™ 771 324 251
Point estimate 229 205 161

"The percentile values for dose-based results can be nterpreted simularly to the nisk-based results discussed
earlier in this chapter For example, the 90™ and 95" percentiles of the dose distribution correspond to the 10®
and 5" percentiles of the RSAL distribution  The pomnt estimate annual dose 1s the arithmetic mean

SOR = sum-of-ratios

Table 5-18. Percent (%) contributions of exposure pathways

to probabilistic dose-based RSALs for the rural resident

adjusted by SOR method '
Exposure Am + Pu SOR Adjusted (%)
Pathway Adult Child
External 33 30
Inhalation 109 100
Plant ingestion 401 180
Soil ingestion 450 69 0

"Estimated using the 5™ percentile dose-based RSAL

SOR = sum-of-ratios
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Table 5-19. Dose-based RSALSs (probabilistic and point estimate) for individual radionuchdes
and adjusted by SOR method for the Wildhfe Refuge Worker scenario

Percentile of Annual Dose Individual Sum-of-Ratios
Radionuchde Dose (mrem/yr per RSAL RSAL
Distribution’ 100 pCy/g) (pCv/g) (pCr/g)
50" 165 1,515 253
90™ 244 1,025 150
Am-241
95 255 980 142
Point estimate 166 941 139
50® 15 1,667 1,389
g0™ 26 962 822
Pu-239
95t 274 912 780
Point estimate 151 898 765

'The percentile values for dose-based results can be interpreted similarly to the nisk-based results
discussed earher n this chapter For example, the 90™ and 95™ percentiles of the dose distribution
correspond to the 10™ and 5 percentiles of the RSAL distribution The pont estimate annual dose 1s the

arithmetic mean
SOR = sum-of-ratios

Table 5-20 Percent (%) contributions of exposure pathways to

probabilistic dose-based RSALSs for the wildlife refuge worker

adjusted by SOR method '

| Exposure Am + Pu SOR
Pathwa Adjusted (%)

| y (Adult)

External 37

Inhalation 16 1

Plant ingestion 00

Soil ingestion 803

"Estimated using the 5 percentile dose-based RSAL

SOR = sum-of-ratios

Task 3 Report

95

75

9/30/2002




Table 5-21 Point estimate dose-based RSALs for individual
radionuclides and adjusted by SOR method for the office worker

Radionuchde Individual RSAL Sum-of-Ratios
(pCvg) RSAL (pCvg)
Am-241 1,890 291
Pu-239 1,889 1,598

SOR = sum-of-ratios

Table 5-22 Percent (%) contributions of exposure pathways to
point estimate dose-based RSALSs for the office worker adjusted

by SOR method
Bxporure | 0 o)
(Adult)
External 44
Inhalation 110
Plant ingestion 00
Soil mgestion 846

SOR = sum-of-ratios

Table 5-23 Point estimate dose-based RSALs (pCi/g) for individual radionuchdes and
adjusted by SOR method for the open space user

Adult Child
Radwonuchde Individual Sum-of-Ratios Individual Sum-of-Ratios
RSAL (pCvg) | RSAL (pCvg) RSAL (pCvg) | RSAL (pCr/g)
Am-241 4,556 658 1,621 219
Pu-239 4,228 3,617 1,394 1,205
SOR = sum-of-ratios
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Table 5-24 Percent (%) contributions of exposure pathways to
point estimate dose-based RSALs for the open space user adjusted

by SOR method
Exposure Am + Pu SOR Adjusted (%)
Pathway Adult Chid
External 33 11
Inhalation 16 8 62
Plant mgestion 00 00
Soil 1ingestion 799 927
SOR = sum-of-ratios
|
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6.0 RSALS FOR URANIUM CONTAMINATION AT ROCKY FLATS USING
RESRAD 6.0 AND EPA STANDARD RISK EQUATIONS

6.1 INTRODUCTION

Uranium contamination at Rocky Flats 1s primanly present as subsurface “hot spots” of
relatively small areas of uncertain extent To address this conservatively, the working group
elected to model a hypothetical area of surface contamination both large enough (five acres) and
deep enough (50 cm) to assure pathway saturation for all principle pathways for the Rural
Resident and Wildlife Refuge Worker scenarios Since a relatively broad range of ratios of
urantum 1sotopes have been used at Rocky Flats, the working group performed the RSAL
calculations for the two bounding situations (depleted uranium and 20% enriched uranium) and
proposed the RSAL that 1s most restrictive to assure adequate protection with a single criterion
Other RSAL selections are possible based on the site-specific mix of uranium 1sotopes Toxicity
of uranium to the human kidney necessitated the application of a test to assure that the RSAL
would be adequately protective in the scenarios modeled Most of the parameters for the
computations, and all of the scenarios, are the same for uranium as for the plutonium and
americium calculations The principle exception 1s the use of a lognormal distribution for the
plant uptake fraction for uranium, which 1s observed to be quite vanable, and influenced by a
number of factors such as soil type, plant species type, weather, etc  The principal pathway for
the Rural Resident scenario 1s the plant ingestion pathway, which contributes 50 to 90% of the
dose For the wildlife refuge worker, the principal pathway 1s the external exposure pathway In
both cases the single criterion for enriched uranum (31 pg/g, total uranium for the adult resident,
and 225 pg/g, total uranium for the wildlife refuge worker for the RESRAD dose based
computations) proved to be adequately protective both radiologically and toxicologically Since
these criterta were computed using very conservative modeling assumptions (large area of
surface contamination) compared to the actual situations to be encountered (small area “hot
spots” of primarily subsurface contamination), the use of “hot spot” criteria could be considered,
to give a more realistic, although still conservative clean-up level

6.2 DESCRIPTION OF PROBLEM RELATED TO URANIUM CONTAMINATION

The problem of uranium contamination at Rocky Flats 1s fundamentally different from the
problem of plutonium and americium contamination Based upon the information that the
working group had available, the differences may be summarized as follows

e Uranium contamination occurs in a number of 1solated spots at known locations on
the site where processing or disposal activities took place The actual areas of the
spots (within solar ponds, burn pats, trenches, etc ) are uncertain but estimated to be
less than 100 m? per spot

e With few exceptions, all of the urantum contamination on site 1s subsurface

contamination, covered by uncontaminated soi1l Subsurface characterization data are
limited
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e Two distinct types of uranium were processed at Rocky Flats depleted uranium, and
enriched uranium (presumably of varying degrees of enrichment) Disposal activities
of each type appear to have been conducted 1n different locations, with the possibility
of a few locations where both types are present

For the dose- and risk-based calculations of RSALs, the working group decided to exclude
groundwater dependent pathways for the scenanos modeled (1 e , Wildlife Refuge Worker, Rural
Resident Adult, and Rural Resident Child) The decision to suppress groundwater dependent
pathways was based upon the premise that the available shallow groundwater 1s msufficient in
both quality and quantity to supply a resident, and would not be used by a refuge worker

In the absence of groundwater pathways, the current situation of burted contamination 1n small
1solated “hot spots” presents only incidental exposure routes to either residents or refuge
workers, unless the contaminated maternial 1s brought to the surface In that case the matenal
would constitute an exposure hazard to either an adult or child rural resident through the same
four pathways considered (external exposure, inhalation, home-grown plant ingestion, and soil
ingestion) The wildhife refuge worker would also be exposed to the same three pathways
(external exposure, inhalation, and so1l ingestion) as described 1n the assessment for plutonium
and americium

6.3 APPROACH

The RSALSs for uranium were calculated in much the same manner as for plutonium and
americium Since the development of a probabilistic assessment 1s time and resource intensive,
the working group decided to focus 1ts efforts on developing probabilistic urantum RSALs for
the Rural Resident and Wildhife Refuge Worker scenarios  For both the dose and risk
approaches, point estimates were also calculated using values representative of the RME
mdividual An assessment was not done on the Office Worker and Open Space User scenarios
for the uranium case The same exposure pathways and exposure assumptions used for
plutonium and americium RSALs were used for uranium, except as noted below

e Additional Pathway and Parameter Sensitivity Studies
e Area and Depth of Contaminated Zone
e Varnability of Isotopic Ratios
e Addition of Non-Cancer Toxicity Assessment
e Plant Transfer Factor
¢ Dose Conversion Factors
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6.4 ADDITIONAL PATHWAY AND PARAMETER SENSITIVITY STUDIES

RESRAD runs were done using an Adult Rural Resident scenarno (external, mhalation, so1l and
plant ingestion pathways active) Single 1sotope RSALs were calculated for each of the three
1sotopes using ICRP 72 dose conversion factors (ICRP, 1996) (Type M for inhalation), and
varying the area of the contaminated zone between 100 and 40,000 m’ In addition, the depth of
contamination was varied between 1 and 100 cm to observe the effect on the external gamma
exposure component (Since the RSAL for this problem is calculated for a hypothetical situation
of large area, the working group felt it was also important to set the depth of contamination at an
mterval from the surface down to where subsurface contamination no longer contrnibutes
measurably to external gamma exposure ) The majonty of RESRAD parameters at this level of
mvestigation were default values The following were observed

¢ Model year one gives the lowest RSALSs using the default erosion rate and
hydrological parameters

e For U-238 and U-235, the external exposure pathway dominates (60 to 98% of dose
in first year), with the plant ingestion pathway making up essentially the rest

e The depth of contamination affects the surface exposure rate up to approximately
40 cm Deeper levels of subsurface contamination are effectively shielded and do not
contribute to the external gamma or any other water independent pathway The
working group decided to perform all future uranium calculations using an mterval of
0 to 50 cm (to be conservative) for hypothetical depth of contamination This depth
of contamination differs from the 0 tol5 cm nterval used to evaluate plutonium and
americlum

o For U-234, the plant ingestion pathway dominates (80 to 90%) throughout the time
frame, followed by so1l ingestion (10%) and 1nhalation (7%)

e When the plant ingestion pathway 1s significant, 1t 1s sensitive to the area of the
contaminated zone 1n the range tested (sufficient garden areas are required to grow
contammated produce) However, the external gamma pathway 1s saturated at small
areas, on the order of 300 m?

Table 6-1 Sensitivity analysis results investigating the effect of area of
contamination on single 1sotope potential RSALs (pCy/g)

Isotope 100 m® 1,000 m> 40,000 m’
U-238 455 246 237
U-235 85 66 65
U-234 4,927 527 526
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If only U-238 and U-235 were considered for small “hot spots”, external exposure would
completely dominate the predicted dose, with plant ingestion making a relatively small
contribution For U-234, the plant ingestion pathway would dominate, implying that plant
mgestion becomes more important with a uranium mix having sigmficant U-234, such as
enriched urantum With the possibility of calculating RSALSs for larger areas, and considering
the variability of the soil-to-plant transfer factor, the importance of the plant ingestion pathway
also increases

The analysis above suggests that the 1sotopic muix for uranium should be considered when
establishing pathway and parameter sensitivity, since the constraints of the 1sotopic mix
sigmficantly affect the relative importance of the plant ingestion and external exposure
pathways The next series of calculations were performed using 1sotopic ratios associated with
depleted uranium (depleted uranium — activity ratios of U-238 U-235 U-234 =701 29), and
20% enriched urantum by weight (enriched uranium — activaty ratios 4 6 90) The pathway
contributions to total dose are displayed 1n Table 6-2 for large (40,000 m2) and small (100 mz)
areas For all calculations the thickness of the contaminated zone 1s 0 5 m, the gamma-shielding
factor 1s 0 4, and the plant transfer factor 1s 0 02 Note that the plant transfer factor used for
sensitivity analysis 1s almost 10 times higher than the RESRAD default

Table 6-2 Sensitivity analysis to evaluate the relative contributions (%) of exposure pathways to
dose calculations for the rural resident

Depleted Uramum (DU) Enriched Uranium (EU)
Exposure Pathway
100 m® 40,000 m’ 100 m’ 40,000 m’
Plant ingestion 301 76 0 443 845
External 68 4 209 534 120
So1l ingestion 12 29 17 32
Inhalation 04 02 06 02
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The following factors contribute to the relatively high percent contributions of the plant mgestion
pathway for uranium

e The plant transfer factor has been increased by a factor of two over what was
previously modeled

e There 1s a sigmficant contribution to the plant ingestion pathway when using realistic
combinations of all three 1sotopes, particularly U-234, which contributes to ingestion
pathways but not to external exposure pathways

e The gamma-shielding has been reduced to 0 4 (the current default value for the Soi/
Screening Guidance for Radionuclides User’s Guide, U S EPA, 2000) The
RESRAD default1s 0 7 The EPA value 1s more appropriate for uranium

e Areas large enough to saturate the plant ingestion pathway are being considered
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The relatively high percent contribution of the plant ingestion pathway underscores the
importance of developing reliable mputs for the exposure and toxicity vanables associated with
plant ingestion Consistent with the approach used for the plutontum and amenicium RSAL
calculations, the working group used the same probability distributions for plant (vegetable, fruat,
and grain) ingestion rate and mass loading, which contributes to foliar deposttion In addition, a
literature review was conducted to characterize variability in the soil-to-plant transfer factor for
uranium This investigation resulted 1n the selection of a lognormal distribution for the transfer
factor having a 95" percentile value of 0 00645 (a factor of 2 6 times higher than the RESRAD
default value, see Section 6 8 and Appendix A)

The so1l ingestion pathway 1s addressed by using the same distributions for adult resident, child
resident, and wildlife refuge worker that were used to calculate RSALSs for plutonum and
americlum Vanability in adult soil ingestion rate 1s characterized by a uniform distribution (all
values within a specified range have equal probability) with a mimimum value of 0 and
maximum of 130 mg/day for adults Soil ingestion 1s assumed to occur over a 24-hour pertod for
each day that the adult resident 1s on the site, and over an 8-hour workday for each day the
wildlife refuge worker 1s on the site  For RESRAD, which expresses inputs as continuous annual
average values (1 €, 24 hours per day, 365 days per year), the parameters were converted from
units of mg/day to g/yr For the rural resident, the corresponding uniform probability distribution
has a range of (0, 47 45), where the maximum equals 130 mg/day x 365 days/yr x 10° g/mg =

47 45 g/fyr  Smmlarly, for the wildhife refuge worker, the equivalent ingestion rate 1s expressed as
a uniform distribution with a minimum of 0 g/yr and a maximum of 142 35/yr (130 g/day x

365 days/yr x 10 g/mg x 24 hrs/8 hrs)

To summarize the sensitivity analysis, the working group has concluded that the exposure model
for uranium should include the same set of point estimates and probability distributions as the
model for Puand Am The only differences with the uranium assessment are the following

Use of a hypothetical five acre contaminated zone,
Use of 0 to 50 cm for depth of the contaminated zone as opposed to 0 to 15 cm for the
plutonium and americium calculations, and

o The introduction of a distnbution for the plant uptake fraction for urantum

6.5 AREA AND DEPTH OF CONTAMINATED ZONE

A fundamental difference between the uranium situation and the plutonium situation, assuming
that the buried uramum 1s moved to the surface, 1s that the area of surface contamination would
be much smaller and more uncertain 1n extent than that of the current plutonium contamination
on the site  Although the sensitivity analysis for plutonium and americium suggests that the area
of the contaminated zone 1s not a sensitive variable over the ranges considered appropnate for
plutonium (acres to hundreds of acres range), results for uranium over areas typical of “hot
spots” shows that 1n the range from 1 to 100 m® 1t 1s hughly sensitive, and from 100 to 1,000 m’ 1t
1s moderately sensitive  Some of the more important pathways (plant mgestion and external
exposure) are not saturated when the area of contamination 1s small This 1s easy to understand
for the most significant pathway for residential exposure to urantum-——the plant ingestion
pathway To supply a residential fanmly with homegrown food sufficient to provide the majority
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(or all) of their fruit and vegetable intake for year-long periods, a sizable garden 1s required, on
the order of 1,000 to 2,000 m> If only a small area of this garden 1s contammated because of a
small “hot spot”, then a correspondingly small fraction of the dietary intake 1s contaminated—
and this will significantly impact the calculation of soi1l concentrations that meet the target dose
or risk

Faced with the two sources of uncertainty—the potential for subsurface contamination to reach
the surface from small buried sources, and the areal extent of such surface contamination—the
working group chose to address this problem by developing an RSAL for a hypothetical situation
of a large area of surface contamination The working group believes that the approach of
modeling a hypothetical large area as a surrogate for a much smaller real area of uncertain size 1s
very conservative The area of contaminated zone ultimately selected by the working group was
five acres

6.6 VARIABILITY OF ISOTOPIC RATIOS

A second way 1n which the uranium calculation differs from the plutonium calculation has to do
with the presence of both depleted uranium and enriched urantum at Rocky Flats The 1sotopic
mix of the three uranium 1sotopes (mass numbers 238, 235, and 234) strongly influences the
sum-of-ratio adjusted RSALs For this reason, the working group decided to compute the single
radionuchide RSALs using a probabilistic approach with RESRAD 6 0 and the Standard Risk
equations, for each of the three 1sotopes for each scenario Separate sum-of-ratios RSALSs are
presented for the case of depleted uranium and enriched urantum For the degree of ennnchment
(of U-235 by weight), the working group chose 20%, since the 1sotopic activity ratios of the three
1sotopes remain fairly constant above this enrichment

6.7 ADDITION OF NON-CANCER TOXICITY ASSESSMENT

For uranium, there 1s an additional consideration of chemical toxicity Depending on the 1sotopic
mix of the three principle uranium 1sotopes (see below), and the resulting activity per unit mass
of the resulting mixture, comphance with the radiologically based protective criteria may not be
sufficiently protective to assure that the resident would not exceed the safe limit of daily intake
of uranium from 1ngestion of plants and so1l (the two ingestion pathways) This safe Iimt,
referred to as the Reference Dose (RfD), was taken from the Superfund Integrated Risk
Information System (IRIS), and represents an average-daily intake, which 1f taken over a long
period of time provides adequate assurance of no chronic-adverse effects on the human kidney
(proteinuria) The RfD for uranium 1s 3 0 pg/day/kg of body weight Consideration of the
chemical toxicity 1n addition to the radiological protective criterton necessitates that an
additional test be made on the calculated RSAL quantities Thus test requires that the internal
exposure (1nhalation and igestion) components of the modeled annual dose (25 mrem) do not
result in average-daily intakes exceeding the RfD If the RfD 1s exceeded n either the case of
depleted or enriched uranium, then additional reductions must be applied to one or both RSALs
This reduction assures that the soil-action level does not result in potential average-daily intakes
that exceed the RfD throughout the range of 1sotopic mixtures considered
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6.8 DETERMINATION OF SOIL-TO-PLANT TRANSFER FACTORS FOR URANIUM

The so1l-to-plant transfer factor (TF) 1s defined as the concentration of 1sotope 1n the plant tissue
divided by the concentration 1n the soil The RESRAD default value for uranium 1s 0 0025
According to a cursory literature review on plant uptake of uranium provided by DOE, 1t appears
that there 1s high variability 1n this term ranging from approximately 0 001 to 0 1 with an
extreme value of 3 3 at a urantum-milling site  Numerous factors may interact in a complex
manner to control the availability of urantum 1n surface soil, and the uptake and translocation of
uranium by plants Several of these factors are shown Table 6-3

Table 6-3 Factors that 1s likely to contribute to variability 1n so1l-to-plant transfer factors for uranium

Factor Effect on Soil-te-Plant Transfer Factor (TF)

Soil pH, carbonate content High pH and low carbonate content tends to mncrease transfer factor,
but effects will vary by plant

Soil phosphorus High P levels tend to decrease transfer factor

Organic matter Uranium mobility 1s reduced 1n higher organic matter souls,
resulting 1n lower plant uptake and lower transfer factor, values for
organic soils are 4- to 40-fold lower than mineral soils

Soil texture (clay/silt/sand) Uranium mobility 1s reduced in finer textured soils (clay), resulting
i lower plant uptake and lower transfer factor

Chemical form Predominant chemucal species of uranum 1n so1l 1s cationic,

2+
specifically the uranyl 10on, UO™",, transfer factor values are lower
1n soils with higher cation exchange capacity (e g, clay)

Uranium concentration Transfer factor values tend to decrease as concentrations 1n
substrate (so1l) increase, this may reflect, in part, the decreasing
fractions of bioavailable uranium 1n soil as total uranium increases
Transfer factor 1s really a direct measure of uranium available to the
plant, rather than total uranium 1n the so1l matrix

Plant type and part Root crops tend to have higher transfer factor values than leafy
vegetables or grains due to adsorption to cell walls, uncertainty
stems from numerous sources of vanability among plant types
some plants can alter the microenvironment (e g , pH, Eh,
solubility) within the bulk so1l by exuding specific enzymes and
chelates, metabolic byproducts, and waste inorganic matenals

There was a concern that the default value mn RESRAD did not reflect the vanability in transfer
factor that could occur at the Rocky Flats site A more extensive review of the existing literature
was conducted, looking at uptake of uranium mto different types of plants under a vanety of soil
conditions From those studies, a single distribution was developed which was applicable for a
mxture of soil types including clays, sandy soil, and areas of high organic content A combined
distribution was considered approprate because all of these soil types are present at the Rocky
Flats site  This probability distribution 1s shown 1n Table 6-4 A more detailed description of the
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studies reviewed, the plant and soil types evaluated, and the development of the probability
distribution 1s provided 1n Appendix A (A 15)

Table 6-4 Probability distnibution for uranium soil-to-plant transfer factor (unitless)

Lognormal Wet Weight' Dry Weight?
Distribution
Parameters’® All Food All Food Leafy Fruit, Root Cereals
Groups Groups Vegetables Vegetables
AM 00019 00155 0 0206 0 0077 00068
SD 00029 00233 00209 00155 00046
95™ %tile 0 0064 00512 00576 00278 00155
GM 00011 0 0085 00144 00034 0 0056
GSD 297 297 232 357 186
AM of In(x) -6 8355 -4 7633 -4 2392 -5 6727 -5 1876
SD of In(x) 10893 1 0893 0 8420 12712 06199
'Wet Weight units for RESRAD model runs
’Dry weight umits for Standard Risk equations
3parameters arithmetic mean (AM), standard deviation (SD), geometric mean (GM), geometric standard deviation
(GSD), percentile (%ile), natural logarithm of X (In(x))
6.9 SELECTION OF DOSE CONVERSION FACTORS FOR URANIUM

Consistent with the approach used by the working group for plutonium and americrum, dose
conversion factors for uranium were selected from ICRP 72 (ICRP, 1996), as opposed to ICRP
30 (ICRP, 1979) As been discussed, this 1s justified on the basis of more detailed and refined
biokinetic models, 1s specifically applicable to members of the public as opposed to radiation
workers, and incorporates the results of more recent human and animal research The salient
features of the selection process are as follows

e ICRP 72 (ICRP, 1996) (Dose Conversion Factor’s for Members of the Public) dose
conversion factors for uranium were used n this assessment The dose conversion
factors used 1n this assessment are shown m bold in Table 6-5 below ICRP 72 hists only
one choice for ingestion dose conversion factor for each uranium 1sotope (Age
specific—different values for age categories 3 months, 1 year, 5 year, 10 years, 15 years,
and adult ) The ingestion dose conversion factor’s that were used in these calculations
are for the adult and one-year old child (consistent with the plutonium and amerncium
calculations)

e ICRP 72 (ICRP, 1996) lists three choices (F, M, and S) based on fast medium and slow |
absorption from the lung to the blood for inhalation dose conversion factor’s for each
uranium 1sotope (age specific as above) The most conservative dose conversion factor’s
for all urantum 1sotopes (1 e , highest dose per picoCurte inhaled) are those of the S
Absorption Type Per ICRP 71 guidance (ICRP, 1995), chemical form alone 1s not to be
used as a sole basts for selection of absorption type 1n the case of environmental
exposure The studies cited for animals suggest that UO; behaves as Type S, other
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uranium oxides (e g , UO;, U3Og) show variability between Types M and S, and most
other compounds show variability between Types M and F  This assessment followed
the recommendation from ICRP that the default Type 1n the absence of site-specific
information 1s Type M

e Although there 1s a sigmficant difference 1n the value of dose conversion factor between
the M and the S Absorption Types for each uranium 1sotope, there 1s very little impact on
dose calculations using RESRAD Typically, most of the dose computed 1n residential
scenar1os 1s due to external gamma exposure and plant ingestion, with a relatively small
fraction due to inhalation

Table 6-5 ICRP 72 dose conversion factors (DCF) for uranium (values in
bold were used in these calculations) (ICRP, 1996)

Isotope DCF Type (lr)n Crfn?/g?jl)t) Dc(l:n (r::llr:;l[; (‘; §e 1
Ingestion 0 00165 0 00044
U-238 Inhalation (M) 0 0106 00344
Inhalation (S) 003 00938
Ingestion 000172 0 000475
U-235 Inhalation (M) 0011 0 0355
Inhalation (S) 0031 0 0948
Ingestion 0 00018 0 000478
U-234 Inhalation (M) 0013 0 0409
Inhalation (S) 0035 0108

6.10 MASS AND ACTIVITY RELATIONSHIPS OF URANIUM

Because of the variability of 1sotopic ratios discussed above, 1t 1s important to distinguish among
the percentages of each uranum 1sotope by weight and by activity Table 6-6 was constructed
from Table 2-1 and Figure 2-1 given in the DOE Publication “Health Physics Manual of Good
Practices for Uranmium Facilities” (Bryce et al , 1988)

One of the striking points that can be seen 1s the amount of U-234 activity present 1n enriched
uranium Thas 1s because 1t concentrates faster than U-235 1n the gaseous-diffusion enrichment
process (which favors lighter 1sotopes), and because 1ts half-life 1s much shorter than the other
two 1sotopes (activity per gram 1s much higher, or inversely, grams per unit of activity are much
lower)
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Table 6-6 Weight and activity relationships for depleted and 20% enriched urantum

Isotope DU \Zenght EU VoVelght DU ztctlvnty EU .
o %o Yo Activity %
U-238 99 75 79 95 (est) 700 40
U-235 025 200 10 60
U-234 0 0005 005 (est) 290 900

DU = depleted uranium, EU = enriched uranium

An empincal formula from the Practices Manual (Bryce et al , 1988) relates specific activity to
degree of enrichment

S =(0 4+ 0 38E + 0 0034E?) x 10® C1/g, where E = percent enrichment

The specific activity for depleted urantum (0 2% U-235) 1s 4 x 10”7 Ci/g and for 20% enriched
uramum 1t 15 9 x 10° C1/g  The conversion factors from total activity (pC1) to mass (micrograms
or pg) are therefore

Depleted U 1 pCi=25pg,orl pg=04pCs

EnrichedU 1pCi=0111pgorl pg=9pCi

The expression of total uranium activity of a mix of all three 1sotopes 1n terms of mass units 1s
often referred to as “total uranium”

These factors were used to convert total activity of the three isotopes 1n a given mix to mass 1n
micrograms, and to check whether the toxicity based limit (1 e , the RfD) 1s exceeded for the
uptakes (1n pCi) associated with the dose and nisk calculations

6.11 DOSE COMPUTATION PROCEDURE

For each scenario a separate RESRAD 6 0 run was performed using 1,000 observations for each
of the three uranium 1sotopes, mitially present at 100 pCv/g From the dose distribution table the
total dose from uniform contamnation of 100 pCi/g corresponding to 95% cumulative
probability was selected for the year of maximum dose (year 0 1n all cases) This dose was used
to scale the single radionuclide so1l concentration to that which would result 1n 25 mrem annual
dose This value 1s expressed as the individual nuclide RSAL 1n Tables 6-7, 6-8, and 6-9
Following this, the sum-of-ratios RSALs for depleted uranium (70 1 29 1sotopic ratios) and
20% enriched uranium (4 6 90 ratios) were calculated for each scenario, and also presented 1n
Tables 6-7, 6-8, and 6-9 This run was also used to establish the fraction of the total dose of

25 mrem that was attributable to ingestion (combined so1l and plant ingestion), for comparnison
with the toxicity RfD  The mhalation component was 1gnored n this calculation since the
mhalation contributions for both scenarios were less than 1% of the total dose The ingestion
component (expressed as mrem/yr) was converted to daily intake, expressed 1n pg/kg-day This
component 1s calculated by dividing the mrem/yr ingestion component by the average ingestion
dose conversion factor of 0 00017 mrem/pCi for adults or 0 00044 mrem/pCi for children, (from
Table 6-5), multiplying that result by the appropriate conversion factor for depleted uranium or
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enriched uranium n pug/pCi, and converting the result to an average daily mtake for a 70-kg adult
or a 15-kg chuld) These results are presented in Tables 6-7, 6-8, and 6-9 as well The average
daily intake per kg of body weight 1s converted from the annual-mass intake by dividing by the
number of exposure days per year for a RME individual (350 for a resident, 250 for a wildlife
refuge worker) and dividing this result by 70 kg for an adult, or 15 kg for a child

6.12 DOSE MODELING RESULTS BY SCENARIO

The dose modeling results for each scenario are presented n the following tables

Table 6-7 Dose-based RSALs (probabilistic and point estimate) for individual radionuclides and
adjusted by SOR method for the Adult Rural Resident scenario

Annual Dose RSAL (pCvg)
1 SOR SOR
Radionuchde | Percentile (mrem/yr per Indavidual
100 pCv/g) Nuchde? Adjusted Adjusted
pLVE € pU’ EU*
500 526 475 327 27
90 801 312 249 18
U-238 95™ 110 227 173 113
Pot 637 221 21 146
estimate
50" 256 98 6 61
90" 302 83 36 27
U-235 95t 332 75 25 17
Pomt 26 4 657 32 22
estimate
50" 0775 3,225 174 923
90™ 382 654 103 404
U-234 95t 714 350 72 254
Pomt 213 526 91 328
estimate
% of Dose Due to Ingestion 55% 71 6%
Average Daily Intake (ng/kg-day) 825 05

'The percentile values for dose-based results can be interpreted simularly to the risk-based results discussed
Chapter 5 For example, the 90" and 95™ percentiles of the dose distribution correspond to the 10™ and 5®
percentiles of the RSAL distribution The point estimate Annual Dose 1s the anthmetic mean

“The dose from each radionuchide that would result m a 25 mrem annual dose

3The SOR RSALs for depleted uranium were calculated for an isotopic ratio of 70 1 29 for U-238 U-235 U-234
“The SOR RSALS for enriched uranium were calculated for an 1sotopic ratio of 4 6 90 for U-238 U-235 U-234
DU = depleted uranium, EU = enriched uranium, SOR = sum-of-ratios
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Table 6-8 Dose-based RSALs (probabilistic and point estimate) for individual radionuchdes and
adjusted by SOR method for the Child Rural Resident scenario

Annual Dose RSAI§ (()‘;f'/g) SOR
Radionuchde | Percentile’ | (mrem/yr per | Individual
100 pC/g) Nuchde? Adjusted Adjusted
p g DU3 EU4
50 509 491 426 38
90" 773 323 255 177
U-238 95t 983 254 194 126
Pomnt 586 118 86 52
estimate
50" 255 98 61 57
90 299 84 36 27
U-235 95t 319 78 4 28 19
Pomnt 259 50 12 78
estimate
500 101 2,475 176 851
90" 394 635 106 399
U-234 95t 623 401 80 284
Pomt 193 147 36 117
estimate
% of Dose Due to Ingestion 70 0% 71 6%
Average Daily Intake (ng/kg-day) 16 7 074

"The percentile values for dose-based results can be nterpreted similarly to the nsk-based results discussed n
Chapter 5 For example, the 90™ and 95™ percentiles of the dose distribution correspond to the 10® and 5t
?ercentlles of the RSAL distribution  The point estimate Annual Dose s the anthmetic mean

The dose from each radionuchide that would result in a 25 mrem annual dose
3The SOR RSALSs for depleted uranium were calculated for an 1sotopic ratio of 70 1 29 for U-238 U-235 U-234
“The SOR RSALSs for enriched uranium were calculated for an 1sotopic ratio of 4 6 90 for U-238 U-235 U-234
DU = depleted uranium, EU = enriched uranium, SOR = sum-of-ratios
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Table 6-9. Dose-based RSALs (probabilistic and point estimate) for individual radionuchides and
adjusted by SOR method for the Wildlife Refuge Worker scenario

Annual Dose RSAIé (()I;fl/g) SOR
Radionuchde Percentile' (mrem/yr per | Individual
2 2 Adjusted Adjusted
100 pCr/g) Nuchde DU? EU*
50 211 1,185 1,053 104
90 233 1,073 930 84
U-238 95t 236 1,059 915 81
Pont 211 1,004 876 81
estimate
50" 106 236 15 156
90" 111 225 13 126
U-235 95t 113 221 13 122
Pomt 106 210 13 121
estimate
50" 0271 9,225 436 2,330
90" 0481 5,198 385 1,886
U-234 95t 0510 4,902 379 1,826
Pomt 0273 5,307 363 1,818
estimate
% of Dose Due to Ingestion 14 7% 35 7%
Average Daily Intake (ug/kg-day) 31 03

! The percentile values for dose-based results can be mterpreted simlarly to the nsk-based results discussed n
Chapter 5 For example, the 90™ and 95" percentiles of the dose distribution correspond to the 10" and 5
percentiles of the RSAL distribution  The point estimate Annual Dose 1s the arithmetic mean

“The dose from each radionuclide that would result 1n a 25-mrem annual dose

>The SOR RSAL:s for depleted uramum were calculated for an 1sotopic ratio of 70 1 29 for U-238 U-235 U-234
“The SOR RSALS for enriched urantum were calculated for an 1sotopic ratio of 4 6 90 for U-238 U-235 U-234
DU = depleted uranium, EU = enriched uranium, SOR = sum-of-ratios

The final step 1n the computation of the RSAL for uranium 1nvolves the proposal of a single
value, 1n pg/g, of the toxicity adjusted values for etther depleted or enriched uranium, whichever
1s most restrictive  The specification of total uranium by mass (ug/g) mnstead of specific activity
(pC1/g) 1s a useful convention that allows a single protective criterton to be specified for uranium
that 1s independent of the 1sotopic mixture, allowing 1t to be more easily measured m field
samples As shown 1n Table 6-10, the sum-of-ratios RSAL values for depleted uranium and
enriched uranium can be expressed as total uranium in micrograms per gram of soil This
calculation was performed only for the 5™ percentile RSAL values for the depleted uranium and
enriched uranium case
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Table 6-10 Dose-based RSALs for depleted uranium and enrniched
uranium adjusted by SOR method and expressed as total uranium by

mass (ug/g)
Scenarto SOR Adjusted RSAL (ng/g)
DU EU
Adult Resident 619 31
Child Resident 692 35
Wildlife Refuge Worker 3,268 225

DU = depleted uranium, EU = enriched uranium, SOR = sum-of-ratios

The 5™ percentile RSAL (the 95" percentile of the dose distribution) for both depleted uramum
and enriched uranium was converted to a mass basis by dividing the mrem/yr ingestion
component by the average igestion dose conversion factor of 0 00017 mrem/pCi for adults or
0 0004 mrem/pCi for children, and then multiplying that result by the appropnate conversion
factor for depleted uranium or enriched uranium 1 pg/pCi  This value was then scaled to an
average daily mtake for a 70-kg adult or a 15-kg child

In all scenarios, when the depleted urantum RSALs 1s converted to units of pg/g, and body

weight 1s accounted for, they exceed the RfD for toxicity Table 6-11 gives the results when

RSALs are scaled to values that do not exceed the RfD Average daily intake per kg body

weight 1s scaled from the annual mass intake by dividing by the exposure frequency (350 days/yr

for a rural resident, 250 days/yr for a waldlife refuge worker), and dividing this result by body

weight (70 kg for an adult or 15 kg for a child) \

Table 6-11 Dose-based RSALs for depleted uranium and enriched uranium
adjusted by sum-of-ratios method, expressed as total uranmum by mass (pug/g)
and scaled by body weight to values that do not exceed the RfD

SOR Adjusted RSAL (ng/g)
Scenario
DU EU
Adult Resident 225 31
Child Resident 124 35
Wildlife Refuge Worker 3,163 225

DU = depleted uranium, EU = enniched urantum, SOR = sum-of-ratios

The most restrictive adult residential dose-based RSAL for total uranium 1s associated with
enriched urantum The value of 31 pg/g for this RSAL 1s above the range of normal background
levels for uranlum Normal background uranium 1s usually 1n a natural 1sotopic ratio that 1s very
different than that of enriched urantum The plant ingestion pathway 1s the greatest contributor
to dose for residents This 1s primarily due to the use of broad distributions for leafy and non-
leafy plant ingestion rates and the broad distribution for the uranium plant transfer factor In the
presence of mstitutional controls, the most restrictive wildlife refuge worker dose-based RSAL 1s
for enriched uranium at 225 pg/g
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6.13 RISK MODELING RESULTS BY SCENARIO

The results of the risk-based RSAL calculations for individual radionuchdes are presented for the
rural resident in Table 6-12, and the wildlife refuge worker in Table 6-18 The risk-based
RSALs for the rural resident and wildlife refuge worker were estimated using both a probabilistic
and a point estimate approach For the point estimate approach, single values representing a
RME individual were mput to the equation and a single RSAL value was calculated for each
radionuclhide at the target cancer risk levels of 10*, 10, and 10°  For example, using

Table 6-12, 1n the point estimate row, an RME rural resident who 1s exposed daily to 4 pCi/g of
U-234 m soil over 30 years would have no greater than a 1 1n 100,000 (10”°) chance of
developing cancer as a result of that exposure

For the probabilistic approach, the distribution of RSALs represents the variability in exposure
within a population Similar to the dose-based calculations, the RME can be selected from the
risk-based RSALSs by focusing on the results corresponding to the RME range (1 ¢, 90" to

99™ percentiles of the dose distribution, or 10™ to 1 percentiles of the RSAL distribution) The
probabilistic estimate and the point estimate are presented side-by-side 1in Tables 6-12 and 6-18
for perspective  The results are not expected to be identical The two methods represent
different ways of arriving at a best estimate of the RME individual Sigmificant differences m
estimates of the RME can generally be explained by evaluating the inputs to the exposure
equation Results of a sensitivity analysis can be used to highlight vanables that are most ikely
to contribute to these differences When estimates are inconsistent (1 € , the point estimate falls
outside the 10" to 1% percentiles of the probabihisic RME range), the risk manager may still have
confidence 1n the probabilistic RME range so long as the probability distributions for the key
exposure pathways and vanables are well characterized

Drirectly below each individual RSAL table 1s a table that lists the individual radionuchide RSALs
as the sum-of-ratios RSALSs that would apply when more than one isotope of uranium 1s present
1n the ratios normally found n depleted uranium or 20% enriched urantum (Table 6-13 and

6-19) These sum-of-ratio calculations were done only for the 5™ percentile probabilistic RSALs
and the point estimate RSALS at the 10™ nisk level A 10 nisk level 1s presented 1n order to
show values of uranium that may actually occur 1n so1l, given high area background levels Site-
specific data obtained from 1sotopic analysis could be used to calculate site-specific uranium
sum-of-ratio RSALs that could be used as the basis for the actual cleanup, 1n heu of the bounding
sum-of-ratio RSALs presented here

Following the sum-of-ratios tables for each receptor are a series of tables that present the percent
contribution by exposure pathway for both the probabilistic and pont estimate calculations
These percent contributions by exposure pathway are presented for both the depleted urantum
and enriched uranium cases (Tables 6-14 through 6-17 for the rural resident, Tables 6-20 through
6-23 for the wildhife refuge worker) All of these exposure pathways were evaluated 1n the
assessment, and the RSALs are protective for cumulative exposure across all these pathways

All simulations are run with 10,000 1terations using Crystal Ball® (Decisioneerng, Inc , 2001)
As discussed for plutontum and americium, the results of the sensitivity analysis performed on
the individual uranium 1sotopes determined which exposure variables dominated the risk-based
RSAL calculations As with the plutonium and americrum calculations, exposure duration had
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the greatest influence on the nisk-based calculations, followed by plant transfer factors and plant
food consumption rates, soil ingestion rates, and the mass loading

Unlike the assessment of plutonium and americium, the assessment of uranium also included
calculations of RSALs using EPA’s Standard Risk equations for non-carcinogens Uranium 1s
different from plutontum and americium 1n that 1t exhibits significant chemical toxicity (i e,
kidney toxicity) as well as radiological toxicity (1 €, carcinogenic effects) To ensure that the
final RSAL for uranium addresses both chemical and radiological toxicity, results are mcluded i
the individual radionuclide RSAL tables below (Tables 6-12 and 6-18)

Table 6-12 Risk-based urantum RSALSs (probabilistic and pomnt estimate) for
individual radionuclides for the rural resident

Rad bd P tle! RSALs (pCr/g) at Selected Target Risks
adionuchde ercentile
107 10° 10°¢
10® 225 22 22
5% 122 12 12
U-238 -
1 34 3 03
Point estimate 40 4 04
10" 21 2 02
50 15 1 10
U-235 -
1 9 1 01
Point estimate 11 1 01
10® 212 21 21
5t 110 11 11
U-234 "
1 28 3 03
Point estimate 36 4 04
RSAL (pg/g) at Hazard Index of 1 0
1o 738
Uranium p 758
(non-cancer)
1® 199
Point estimate 669

10" to 1% percentiles of RSAL distribution corresponds to 90 to 99™ percentiles of nisk distribution
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Table 6-13 Risk-based RSALSs for the rural resident from Table 6-12 adjusted by
SOR method (probabilistic and point estimate)

" RSAL (pCvg)
Radionuchde Statistic

Individual DU EU

U-238 5" Percentile 122 77 3
Point estimate 40 26 1

U-235 5" Percentile 15 1 5
Point estimate 11 04 2

U-234 5™ Percentile 110 32 72
Point estimate 36 11 29

Output 15 for the RSAL that corresponds to a 10 target nsk
DU = depleted uranium, EU = enriched uranium, SOR = sum-of-ratios

Table 6-14 Percent (%) contributions of exposure pathways to probabilistic risk-based RSALs for the
rural resident using individual radionuclides and SOR method — depleted uranium (DU)

U-238 (DU) U-235 (DU) U-234 (DU) Total
Exposure | Individual SOR! Individual SOR' Individual SOR' Uramum?
Pathway Nuchde Adjusted Nuchde Adjusted Nuchde Adjusted %)
(J
(%) (%) (%) (%) (%) (%)
External 04 03 930 09 18 05 17
Inhalation 107 75 03 <01 113 33 10 8
Plant 599 419 55 <01 589 17 1 591
Ingestion
Soul 290 203 12 <01 280 81| 284
ingestion
"The SOR RSALs for depleted uranium were calculated for an 1sotopic ratio of 70 1 29
% Sum of SOR adjusted % contribution from U-238, U-235, and U-234
SOR = sum-of-ratios
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Table 6-15. Percent (%) contributions of exposure pathways to pomt estimate nisk-based RSALs for the

rural resident using mndividual radionuclides and SOR method — depleted uranium (DU)

U-238 (DU) U-235 (DU) U-234 (DU) Total
Exposure | Individual SOR! Individual SOR! Individual SOR' Uramum?
Pathway Nuchde Adjusted Nuchde Adjusted Nuchde Adjusted %)
(%) (%) (%) (%) (%) (")
External 00 00 705 07 01 <01 07
Inhalation 34 24 10 <01 38 11 35
Plant 893 625 263 03 889 258 886
mgestion
Soil 72 50 21 <01 72 21 72
ngestion
"The SOR RSALSs for depleted uranium were calculated for an 1sotopic ratio of 70 1 29
2 Sum of SOR adjusted % contribution from U-238, U-235, and U-234
SOR = sum-of-ratios
95 9/30/2002
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Table 6-16 Percent (%) contributions of exposure pathways to probabilistic nsk-based RSALSs for the
rural resident using individual radionuchdes and SOR method — ennched uramium (EU)

U-238 (EU) U-235 (EU) U-234 (EU) Total
Exposure | Individual SOR' Individual SOR! Individual SOR! Uranum?®
Pathway Nuchde Adjusted Nuchde Adjusted Nuchde Adjusted (%)

(]
(%) (%) (%) (%) (%) (%)

External 04 <01 93 0 56 18 16 72
Inhalation 107 04 03 <01 113 102 106
Plant 599 24 55 03 589 530 557
mgestion
Soil 290 12 12 <01 280 252 26 4
mgestion

'The SOR RSALs for EU were calculated for an 1sotopic ratio of 4 6 90
2 Sum of SOR adjusted % contribution from U-238, U-235, and U-234
SOR = sum-of-ratios

Table 6-17 Percent (%) contributions of exposure pathways to point estimate risk-based RSALs for the

rural resident using individual radionuclides and SOR method — enriched uranium (EU)

U-238 (EU) U-235 (EU) U-234 (EU) Total
Exposure | Individual SOR! Individual SOR' Individual SOR' Uramum?
Pathway Nuchde Adjusted Nuchde Adjusted Nuchde Adjusted %)
(]
(%) (%) (%) (%) (") (%)
External 00 00 705 42 01 <01 43
Inhalation 34 01 10 <01 38 34 36
Plant 893 36 263 16 889 800 852
mgestion
Soil 72 03 21 01 72 65 69
mgestion
The SOR RSALS for enriched uranium were calculated for an 1sotopic ratio of 4 6 90
2 Sum of SOR adjusted % contribution from U-238, U-235, and U-234
SOR = sum-of-ratios
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Table 6-18 Risk-based uranium RSALSs (probabilistic and point estimate) for individual
radionuchdes for the wildlife refuge worker

RSALS (pCy/g) at Selected Target Risks
Radionuchde Percentile!
107 10° 10°
10® 4,398 440 440
5t 3,511 351 351
U-238
¥ 2,347 235 235
Point estimate 2,095 210 210
10" 87 09
5t 76 08
U-235
1* 61 06
Point estimate 69 07
10® 3,778 378 378
5 3,000 300 300
U-234 "
1° 1,986 199 199
Point estimate 1,781 178 178
RSAL (ng/g) at Hazard Index of 1 0
10® 2,920
Uranium &
5 2,750
(non-cancer)
1* 2,576
Point estimate 3,066

110" to 1¥ percentiles of RSAL distribution corresponds to 90™ to 99” percentiles of risk distribution

Table 6-19 Risk-based RSALs for the wildlife refuge worker from Table 6-18 adjusted by
SOR method (probabilistic and point estimate)

1 RSAL (pCi/g)
Radionuchde Statistic

Individual DU EU
5™ Percentile 3,511 1,636 36

U-238
Point estimate 2,095 1,092 29
5" Percentile 76 23 54

U-235
Point estimate 69 16 43
5" Percentile 3,000 678 817

U-234
Point estimate 1,781 452 647

'"Output 1s for the RSAL that corresponds to a 10 * target risk
DU= depleted uranium, EU = enniched uranium, SOR = sum-of-ratios
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Table 6-20. Percent (%) contributions of exposure pathways to probabilistic nisk-based RSALs for the
wildlife refuge worker using individual radionuchdes and SOR method — depleted uramum (DU)

U-238 (DU) U-235 (DU) U-234 (DU) Total
Exposure | Individual SOR' Individual SOR' Individual SOR! Uranium
Pathway Nuchde Adjusted Nuchde Adjusted Nuchde Adjusted %)
(%) (%) (%) (%) (%) (%)
External 08 05 9% 2 10 31 09 24
Inhalation 429 300 08 <01 439 127 428
Plant NA NA NA NA NA NA NA
ingestion
Soul 56 3 394 10 <01 530 154 548
mngestion

'The SOR RSAL:s for depleted uranium were calculated for an 1sotopic ratio of 70 1 29
NA = not applicable, SOR = sum-of-ratios

Table 6-21 Percent (%) contributions of exposure pathways to pomnt estimate risk-based RSALSs for the

wildlife refuge worker using mdividual radionuchides and SOR method

U-238 (DU) U-235 (DU) U-234 (DU) Total
Exposure | Individual SOR' Individual SOR! Individual SOR! Uranmum
Pathway Nuchde Adjusted Nuchde Adjusted Nuchde Adjusted %)
(]
(%) (%) (%) (%) (%) (%)
External 03 02 965 10 12 04 15
Inhalation 541 379 19 <01 562 163 542
Plant NA NA NA NA NA NA NA
ingestion
Soil 456 320 16 <01 426 123 443
ngestion

"The SOR RSAL:S for depleted uranium were calculated for an 1sotopic ratio of 70 1 29
SOR = sum-of-ratios
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Table 6-22 Percent (%) contributions of exposure pathways to probabilistic risk-based RSALs for the
wildlife refuge worker using individual radionuchides and SOR method — enriched uranium (EU)

U-238 (EU) U-235 (EU) U-234 (EU) Total
Exposure | Individual SOR! Individual SOR' Individual SOR' Uramum
Pathway Nuchde Adjusted Nuchde Adjusted Nuchde Adjusted %)
(]
(%) (%) (%) (*) (%) (%)
External 08 <01 98 2 59 31 28 87
Inhalation 429 17 08 <01 439 395 412
Plant NA NA NA NA NA NA NA
ingestion
Soil 56 3 23 10 <01 530 477 500
mgestion

The SOR RSAL:s for enriched uranium were calculated for an isotopic ratio of 4 6 90
SOR = sum-of-ratios

Table 6-23 Percent (%) contributions of exposure pathways to point estimate risk-based RSALs for the
wildlife refuge worker using individual radionuchides and SOR method — ennched uranium (EU)

U-238 (EU) U-235 (EU) U-234 (EU) Total
Exposure | Individual SOR' Individual SOR! Individual SOR' Uranum
Pathway Nuchde Adjusted Nuchde Adjpusted Nuchide Adjusted %)
(]
(%) (%) (%) (%) (%) (%)
External 03 <01 96 5 58 12 11 69
Inhalation 541 22 19 01 562 506 529
Plant NA NA NA NA NA NA NA
1ngest10n
Soil 456 18 16 01 426 383 402
ingestion

The SOR RSAL:s for enriched uranium were calculated for an 1sotopic ratio of 4 6 90
SOR = sum-of-ratios
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7.0 POINT ESTIMATE AND PROBABILISTIC APPROACHES TO CALCULATING
RSALS FOR THE RME INDIVIDUAL

The EPA nisk assessment guidance, (both Risk Assessment Guidance for Superfund, Section
6120fUS EPA, 1989 and the NCP Preamble, U S EPA, 1990) states that human health risk
management decisions at Superfund sites should be based on an individual who has reasonable
maximum exposure (RME) Thus 1s the individual who receives the highest exposures that
would reasonably be expected to occur at this site  The intent of the RME 1s to estimate a
conservative (high-end) exposure case (1 e , well above the average) that 1s still within the range
of possible exposures based on both quantitative information and professional judgment
(Sections 6 1 2and 64 1 of U S EPA, 1989) Consistent with this guidance, one of the overall
goals of site-specific RSAL calculations 1s to calculate soil concentrations that are protective of
the RME receptor 1n the exposed population for each land use scenario

The traditional method for calculating RME has been to utilize a set of standard (default) point
estimates for exposure variables that reflect the upper end of the distribution for the more
sensitive vartables 1n the risk or dose equations, coupled with average values for the less
sensitive vanables (U S EPA, 1991, 1992b) By using a combination of high-end and average
values, risk assessors attempt to characterize conservative, yet plausible estimates of risk or dose
This approach has been applied to support risk management decisions at sites for many years
While still acceptable, one lirmtation of the point estimate approach 1s that it does not provide
quantitative information about the degree of protectiveness of the RME For example, assume
that information 1s available to determine the varniability in exposure (and, therefore, risk) from
multiple exposure pathways Using the point estimate approach, a risk assessor can determine a
unique RSAL that corresponds to a target cancer risk of 10, but 1t 1s unclear whether the RSAL
1s low enough that only 5% of the nsk estimates exceed 10, or a much higher percentage 1s
expected

As discussed 1n Chapter 4, a point estimate approach was applied to each of the land-use
scenarios to calculate both dose- and risk-based RSALs protective of the RME individual In
cases where site-specific information was available, point estimates were selected to be
representative of the RME individual In this assessment, the pomt estimate approach was the
only method used to calculate RSALs for the Office Worker and Open Space User scenartos
Results of the point estimate approach for dose and nisk modeling are presented i Chapters 5
and 6

In addition, a probabilistic approach was applied to the Wildlife Refuge Worker and Rural
Resident scenar1o0s 1 order to quantify variability in exposure These two scenarios were
selected for a probabilistic approach because they are considered most likely to actually occur at
Rocky Flats Results for the Wildlife Refuge Worker scenario would apply to future land use
with nstitutional controls, whereas the Rural Resident scenario 1s representative of future land
use without mstitutional controls The working group decided that the greater information
available from a probabilistic analysis would prove helpful in establishing and justifying RSALs
for these more critical receptors Important steps in conducting a probabilistic risk assessment
mclude 1dentifying the input variables that are important contributors to the model output (risk or
RSAL), and then developing probability distributions that characterize vanability among the
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exposed population Details regarding the sensitivity analysis approaches, Monte Carlo
modehng methodology, and the derivation of point estimates and probability distnbutions used
to charactenize selected input variables are given in Chapter 4 and Appendix A The results of
the probabilistic approach for both the dose and risk modeling are given m Chapter S and
Chapter 6

By quantifying the contribution of vaniability in the key varnables to the dose, risk or RSAL
estimates, and defining the level of confidence 1n the estimate to a greater extent, a more precise
estimate of RME at any given target risk or dose level can be attamed with a probabilistic
approach Since the probabilistic approach yields a probability distnbution for RSALs, a range
of percentiles from the output distribution 1s presented for each scenario for americium,
plutonium, and urantum Each distribution of RSALSs only reflects vanability in exposure EPA
defines the 90™ to 99™ percentiles of a risk distribution as the recommended RME range, with the
95™ percentile as the starting pomt for risk-decision making (U S EPA, 2001b) Because RSAL
calculations are essentially the mnverse of nisk calculations, the RME range for the RSAL
dstribution corresponds to the 10™ to 1% percentiles, with the 5™ percentile as the recommended
starting point for risk decision-making Decision makers are encouraged to select higher
percentiles (to be less conservative) or lower percentiles (to be more conservative) within the
RME range, depending on site-specific information on the vanability and uncertainty m the nisk
assessment This chapter summarizes the information on vanability and uncertainty most
relevant to each scenario, focusing on how this information may guide the selection of a
percentile from the RSAL output distribution that can be considered representative of the RME
individual

7.1  VARIABILITY AND UNCERTAINTY IN PROBABILISTIC RISK ASSESSMENT

Prior to developing probability distributions for use 1n a risk assessment, 1t 1s important to clearly
understand the distinction between variability and uncertainty Both vanability and uncertainty
affect the choice of the RSAL that corresponds with the RME individual Vanabilhity refers to
true heterogeneity or diversity that occurs within a population or sample For example, among
an exposed population of individuals who incidentally ingest so1l from the same source and with
the same contaminant concentration, the risks from that ingestion may vary This may be due to
differences 1n exposure (e g , different people ingesting different amounts of so1l, having
different body weights, different exposure frequencies, and different exposure durations), as well
as differences 1n response (e g , genetic differences 1n resistance to a chemical dose, or
phystological differences 1n amount of so1l absorbed from the gastrointestinal tract) Uncertaimnty
occurs because of a lack of knowledge about parameters, models, or scenarios It 1s not the same
as variability, although there 1s typically uncertainty in probability distributions and parameter
estimates that are selected to charactenize vanability

Collecting a igher quantity and quality of data can often reduce uncertainty, while vanabihity 1s
an inherent property of the particular population or dataset Variability can be better
characterized with more data, but 1t cannot be reduced or eliminated (U S EPA, 2001b) While
variability can affect the precision of risk (or RSAL) calculations, uncertainty can lead to
maccurate or biased estimates For example, a survey of food ingestion rates among the U S
population may yield a large sample size that 1s well characterized by an empurical distribution
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for vanability, however, unless certain factors are taken into consideration (e g , homegrown
fraction, geographic location, seasonality), the distribution may not represent a future rural
resident population at Rocky Flats In order to reduce uncertainty, the characterstics of the
surveyed population are also needed in order to identify the subset of the data that best
characterizes the exposed population See Appendix A for a complete discussion of the factors
that were considered 1n order to reduce uncertainty in the probability distributions developed for
food ingestion rates and other vanables 1n the probabilistic risk assessment

In probabilistic risk assessment, variability can be quantified by the probability distributions used
to characterize input variables as well as by the modeling approach used to quantify long-term
average exposures Inter-individual variability refers to differences among individuals 1n a
population, whereas intra-individual variability refers to differences for one individual over time
(US EPA, 2001a) In this assessment report, probability distributions were developed to
explicitly characterize inter-individual vanability Intra-individual variability 1s addressed in the
development of parameter estimates from available data A relatively straightforward Monte
Carlo modeling approach was used whereby each random value selected from a probability
distribution 1s intended to characterize a long-term average characteristic of a hypothetical
individual For example, inter-individual vaniability in soil ingestion rate for children 1s
characterized by a truncated lognormal distribution (Log (47 5, 112, 0, 1,000) mg/day), as
discussed 1n Appendix A (A 1 2) and summarized in Table 4-5 A random value from this
distribution (e g, 75 mg/day) would be considered representative of a hypothetical individual’s
average soil ingestion rate during ages 0 to 6 years The impact on the RSALs from each source
of vanability 1s summarized 1n Section 7 3

For some Monte Carlo models, 1t may be helpful to also charactenize uncertainty with a
probability distribution For example, uncertainty in the arithmetic mean of a sample can be
described by a probability distribution of means If probability distnbutions for variability and
probability distributions for uncertainty are developed for use 1n probabilistic risk assessment, 1t
1s important to incorporate a stmulation strategy that distinguishes between the two types of
distributions  When used appropriately, this approach can yield confidence limits on the
percentiles of the output distribution (e g , RSALs) When distributions are combined
mappropnately, 1t 1s unclear whether an output distribution reflects varability or uncertainty

As discussed above, for the RSAL calculations 1n this assessment, probability distributions were
selected to characterize inter-individual variability in long-term average exposures (e g , years)
Since most of the published information that 1s relevant to exposure assessment 1s collected over
short time periods (e g, days or weeks), estimates of long-term average exposure must be either
inferred or calculated from short-term measurements This extrapolation represents a source of
uncertainty in the development of both point estimates, and probability distributions that
characterize variability

An overview and qualitative discussion of the major sources of uncertainty in the dertvation of
RSALs 1s presented 1n this chapter A more comprehensive overview of the uncertainties
associated with the selected probability distributions 1s given in Appendix A No attempt was
made to conduct a quantitative uncertainty analysis by simultaneously characterizing variability
and uncertainty 1 the Monte Carlo simulations (sometimes referred to as two-dimensional
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Monte Carlo analysis Nevertheless, a qualitative discussion of the sources of uncertainty n key
exposure pathways and exposure variables 1s presented In addition, a qualitative confidence
rating 1s given for each of the variables characterized by a probability distribution

Uncertainty can be classified into three broad categories, as applied to risk assessment, according
to EPA’s Fnal Guidelines for Exposure Assessment (U S EPA, 1992a) and the Exposure
Factors Handbook (U S EPA, 1997)

(1)  Parameter Uncertainty — lack of knowledge about values assigned to estimate
parameters for mput vanables m a risk assessment model Parameter uncertainty can be
mtroduced 1n each step of the risk assessment process, from data collection and
evaluation, to the assessment of exposure and toxicity Sources of parameter uncertainty
can include systematic errors or biases in the data collection process, imprecision 1n the
analytical measurements, inferences made from a limited database, and extrapolation or
the use of surrogate measures to represent the parameter of interest (U S EPA, 2001b)
The pownt estimate selected to characterize the exposure duration (1 € , number of years 1n
an occupation) for the RME individual 1n the Office Worker scenario 1s an example of
parameter uncertamnty A variety of occupations may be available 1n a future office park,
each of which may be characterized by different job tenures The standard default RME
point estimate of 25 years (U S EPA, 1991) was selected for occupational exposure
duration, the working group felt this 1s a reasonable maximum duration that most office
workers are likely to work 1n one location

(2)  Model Uncertainty — lack of knowledge about model structure or use, whether the
mathematical models or equations used to define exposure varables (e g , mass loading
factor, soil-to-plant transfer factor) and calculate nisk, dose, or RSAL, adequately
describe the physical or biological processes of interest All models are simplified,
mathematical representations of complicated physical or biological conditions They
may not always adequately represent all aspects of the phenomena they are intended to
approximate or may not always capture important relationships among mput varnables
(US EPA, 2001b) Sources of model uncertainty can be introduced when important
vanables are excluded, interactions between mputs are 1ignored or simphfied, or surrogate
data are used to characterize exposures to the target population

An example of model uncertainty 1s the selection of a model for dose conversion factors
(dose conversion factors) that accurately describes how particulates are handled by the
lung The ICRP 72 (ICRP, 1996) dose conversion factors were selected over the

ICRP 30 values (ICRP, 1979) It was decided that the newer lung model used 1n the
ICRP 72 calculations more accurately described how various parts of the respiratory
system are impacted by particulates and 1n turn how absorption takes place 1n the various
regions

&)} Scenario Uncertainty — lack of knowledge necessary to fully define exposure,
particularly to potential receptors 1n the future The choice of which receptors (e g , adult
or child, open space user, etc ) represent the target population 1n an assessment
necessarily requires professional judgment A variety of factors may influence the
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selection, including local population growth characteristics and current conditions, such
as political, social and economic concerns In addition, characteristics of a particular
future land use scenario are often uncertain Table 3-2 provides a profile of assumptions
for each scenario The working group included any exposure pathways that are
reasonably likely to contribute to risks to the potentially exposed population of concern
The working group also used available site-specific information, such as the amount of
water available 1n the perched, shallow hydrostratigraphic unit, in order to mmimize
uncertainties n the exposure assessment The target population for the Wildlife Refuge
Worker scenano 1s defined as an on-site population that may be exposed within the next
50 to 100 years when mstitutional controls are still in place By contrast, the Rural
Resident scenario represents a potential onsite condition m the future when mstitutional
controls no longer exist There 1s scenario uncertainty mtrinsic in all of these choices

The cumulative impact of uncertainties 1n the risk assessment can provide compelling reasons for
moving away from the starting pont (1 e , 5™ percentile) of the RSAL distribution to define the
RME This chapter discusses uncertainties associated with the models, exposure scenarios, and
parameters used 1n the dose- and risk-based RSAL calculations The cumulative effect of these
uncertamnties 1s summarized at the end of the chapter, and a recommendation 1s made for erther
staymg with the midpoint or moving to a higher or lower value within the health-protective RME
range (See Section 7 6)

7.2 USE OF SENSITIVITY ANALYSIS TO SELECT VARIABLES FOR PROBABILISTIC
ANALYSIS

As discussed 1n Chapter 4 (see Figure 4-1 and accompanying text), the probabilistic risk
assessment presented here uses probability distributions to characterize variability in dose and
risk estimates Only those varniables 1dentified from the pomt estimate sensitivity analysis as
being high or moderate contributors to the model output are described by probability
distributions  As shown n Table 4-4, the most sensitive vaniables 1dentified by the sensitivity
analysis are indoor time fraction and the soil ingestion rate  Moderately sensitive input variables
for which data are available in sufficient quantity and quality to allow derivation of distributions
are fruit, vegetable, and grain consumption rates, inhalation rate, and the soil-to-plant transfer
factor for urammum Even though the mass loading vanable was not very sensitive overall,
RESRAD’s sensitivity analysis showed 1t to be sensitive for the inhalation pathway Therefore, a
probabulity distribution was derived for mass loading In addition, for the risk-based approach,
exposure duration was also selected for probabilistic analysis The remaining mput vanables are
described by pomnt estimates Therefore, the characterization of variability 1n this assessment
focuses on the most 1important variables, as indicated by the sensitivity analysis The complete
set of point estimates and probability distributions used in this analysis are given in Chapter 4
(for risk calculations) and Appendix D (for dose calculations)

Probabilistic sensitivity analysis, such as was done to determine the most important variables
contributing to the risk estimates, may yield different results than the point estimate sensitivity-
ratio approach, such as that used by RESRAD This 1s because the probability sensitivity
analysis demonstrates the combined effect of variability 1n iputs rather than the effect of
changes m only one input vanable at a ime Appendix H gives the complete set of probabihistic
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sensitivity analysis results 1n tornado plots for risk calculations done on the Rural Resident and
Wildlife Refuge Worker scenarios An analysis was not applied to the dose-based RSAL
calculations using RESRAD, since the RESRAD user mterface 1s designed to allow a sensitivity
analysis by varying only one variable at a time A guide to the tables and figures that summarnize
the nisk-based and dose-based RSALs in this assessment report 1s given m Tables 7-1 and 7-3 for
the rural resident and wildlife refuge worker, respectively

It should be noted that EPA policy recommends against developing site-specific probability
distributions for human health toxicity values at this time, so point estimates recommended by
the ICRP or EPA were used for dose conversion factors and cancer slope factors, respectively, in
the probabilistic analysis (U S EPA, 2001a)

7.3 IMPACT OF VARIABILITY ON THE RSAL

A vanety of distnbutions were used to charactenze vanability in exposure (see Tables 4-5 and
4-6, and Appendices A and D) The distribution type selected for a particular input variable
reflects the empirical data available from the literature and the working group’s professional
judgment The combined impact of the varability 1n all of the individual input distributions 1s
demonstrated by the output RSAL distribution The 1%, 5™, and 10™ percentiles of the risk-based
plutonium and americium RSAL distributions calculated at the 10, 10, and 10 nisk levels are
shown 1n Tables 5-1 and 5-2 for the Rural Resident scenario and Tables 5-5 and 5-6 for the
Wildhife Refuge Worker scenario  The 5™ percentile RSALSs from probabalistic dose-based
calculations at the 25-mrem level for these two receptor populations and radionuclides are
presented 1n Tables 5-16, 5-17, and 5-19 The urantum RSAL distributions are presented in
Tables 6-12, 6-13, 6-18, and 6-19 for the risk-based calculations, and Tables 6-7 through 6-9 for
the dose-based calculations

Compared to a simple point estimate calculation of an RSAL, such as was done 1n the

1996 RSAL calculations and which 1s also presented 1n this report, a probabilistic approach can
more completely and accurately characterize vanability in nsk when information 1s available for
the more influential exposure variables By definition, the point estimate approach reduces the
variability to a series of point estimates corresponding to central tendency and reasonable
maximum exposure (CTE and RME) Results of the point estimate approach cannot be directly
related to the full distribution of exposures, and should, therefore, not be compared to the results
of the probabilistic approach For example, 1n calculations of cancer nsk, the RME determined
from the point estimate approach could be the 90® percentile, the 99" percentile, or some other
point on the distribution Without knowing what percentile 1s represented by the RME, 1t 1s more
difficult to determine and communicate the hikelihood that the RSAL (so1l concentration) will be
protective of the exposed population It also becomes more difficult to decide what level of
remedial action 1s justified or necessary m order to achieve the objectives of the NCP (see

Table 5-15)

As stated 1n Chapter 5, a probabilistic approach provides a distribution of risk or RSAL values
from which an RME may be selected The RME range (1 e, the range of values that may be
protective of the RME receptor) corresponds to the 10™ to 1% percentiles of the RSAL
distribution, and the 90™ to 99" percentiles for the risk distribution  While the Monte Carlo
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analysis 1s an effective approach to combine multiple sources of variability simultaneously, the
choice of the percentile that corresponds to the RME 1s a nisk management decision Following
EPA guidance on performing probabilistic risk assessment (U S EPA, 2001b), a starting point
for selecting the RSAL 1s the 5™ percentile of the RSAL distribution Information on variability
and uncertanty 1s presented in this chapter to guide the final selection of a percentile value that
1s representative of the RME mdividual

The sensitivity analysis apphied to the RSAL calculations for individual radionuclides yields
information on the relative contributions of exposure pathways and exposure vanables For this
assessment, the risk-based results of the sensitivity analysis are independent of the target risk
level In general, an exposure pathway may dominate risk or RSAL estimates 1f 1t contributes
the greatest fraction of the total dose, and/or 1t 1s associated with the greatest cancer slope factor
Likewise, an exposure variable 1s likely to have greater influence on the vanability in RSAL 1f 1t
has one or more of the following three charactenstics

(1) It s a factor in a major exposure pathway,

(2) Itis a factor 1n multiple exposure pathways, and

(3) It has a relatively high coefficient of vaniation (1 € , ratio of standard deviation to the
mean) compared with other exposure vanables 1n the same exposure pathway

The collective impact of all of the sources of vaniability in exposure 1s represented by the
distribution of RSALs In general, the greater the number of input variables that are
characterized by probability distributions, the greater the variance 1n the output distribution

Since risk managers will tend to focus on the lower tail of the RSAL distribution (10" to 1%
percentiles) to select an RME value, the vanability n the RSALs within the range may determine
whether or not further effort 1s needed to evaluate sources of variability and uncertainty If the
results vary sigmificantly (e g , multiple orders of magnitude) between the 10™ and 1% percentiles,
the choice of the percentile that characterizes the RME individual 1s more important than 1f the
RSAL values only range by a factor of two In addition, when comparing the point estimate of
the RME to the probabilistic results, the point estimate RME value may be more likely to fall
outside the probabilistic RME range as the vanance in the output distribution decreases

7.3.1 WILDLIFE REFUGE WORKER SCENARIO

Table 4-6 summarizes the distributions used for exposure vaniables for the Wildhfe Refuge
Worker scenario Table 7-1 provides cross-references to the results of the probabilistic analysis
using the Standard Risk equations, which are presented in Chapter 5 and Appendix H

7.3.11 RME RANGE

The results of the probabilistic risk assessment using Standard Risk equations for the wildhife
refuge worker suggest that the RME range 1s relatively narrow for both amencium and
plutonum For example, at a target risk level of 10, the 10™ to 1 percentile range for
americium 1s 904 to 560 pCi/g (1 ¢, a factor of approximately 1 6), witha st percentile RSAL
(RME starting point) of 760 pCi/g (see Table 5-5) By comparison, the point estimate RME of
514 pCi/g at this target nisk level falls outside the RME range, and would yield a more
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conservatlve RSAL value Simularly, the 10" to 1° percentlle range for plutonium at a target nsk
level of 10™ 15 1,472 to 737 pCr/g (a factor of two), with a 5" percentile RSAL of 1,160 pCv/g
The point estimate RME for plutonium of 670 pCy/g also falls just below the probabilisic RME
range for plutontum

The results of the probabilistic nisk assessment using the dose-based approach suggest that the
RME ranges for SOR-adjusted RSALSs are also narrow Estimating the 99™ percentiles of the
annual doses from the 50", 90", and 95™ percentiles applied to a lognormal distribution, the
RME ranges for americium and plutonium vary by less than a factor of 1 5

For urantum radionuchdes and chemical toxicity (non-cancer), the RME range for the nisk-based
RSAL:s vary by less than a factor of two The following 1s the relative rank order of the spread in
the RME range (Table 6-18) U-234 > U-238 > U-235 > U —non-cancer By contrast, the relative
rank order of 5" percentile RSALSs (Table 6-19) 1s as follows for SOR-adjusted depleted

uranium U-235 < U-234 <U-238 For enriched uranium, the relative rank order of 5% percentile

RSALs 1s as follows U-238 <U-235<U-234

Table 7-1 Gude to results of RSAL calculations and sensitivity analysis for Wildlife Refuge Worker

scenario
Results Standard Risk Dose Calculations
Equations RESRAD 6 0
Amencium | Point estimates, probabilistic Table 5-5 Table 5-19
estimates of RSALs'
Sum-of-ratios adjusted RSAL? Table 5-6 Table 5-19
Sensitivity analysis — percent Table 5-7 (prob ) Table 5-20
contribution of exposure Table 5-8 (pomt est )
pathways
Sensitivity analysis — correlations | Appendix H Not available
and relative contributions to
vanance of exposure variables
Plutonium | Point estimates, probabilistic Table 5-5 Table 5-19
estimates of RSALs'
Sum-of-ratios adjusted RSAL? Table 5-6 Table 5-19
Sensitivity analysis — percent Table 5-7 (prob ) Table 5-20
contribution of exposure Table 5-8 (point est )
pathways
Sensitivity analysis — correlations | Appendix H Not available
and relative contributions to
variance of exposure variables
Urantum Point estimates, probabilistic Table 6-18 (includes non- | Table 6-9 (pCr/g)
estimates of RSALs' cancer RSAL) Table 6-10 (ug/g)
Table 6-11 (scaled to
body weight)
Sum-of-ratios adjusted RSAL? Table 6-19 Table 6-9, Table 6-10,
and Table 6-11
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Standard Rusk Dose Calculations

Results Equations RESRAD 6 0
Sensitivity analysis — percent Table 6-20 (prob, Not available
contribution of exposure depleted uranium)
pathways Table 6-21 (pomt est,

depleted uranium)
Table 6-22 (prob ,
enriched uranium)
Table 6-23 (pomt est,
enriched uranium)
Sensitivity analysis — correlations | Appendix H Not available

and relative contributions to
variance of exposure variables

TProbabilistic result 1s the RME Range (1%, 5%, 10® percentiles) for Standard Risk equations, and 5™ percentile for
the RESRAD dose-based approach

2Accounts for additional activity from Am-241 using a sum-of-ratios method, and assumes that the Am Pu activity
ratio equals 0 182 and that only Am and Pu are present For uranium, assumes that U-238, U-235 and U-234 are
present in ratios consistent with erther depleted uranrum (70 1 29) or as 20% enriched uranium (4 6 90)
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73.1.2 RELATIVE CONTRIBUTIONS OF EXPOSURE PATHWAYS

For the wildlife refuge worker, the external exposure pathway dominates the probabilistic risk-
based RSAL calculation for americium by contributing approximately 58% to the risk, followed
by nhalation (22%) This result suggests that exposure variables that are unique to the external
exposure pathway can be expected to also contribute more to the variance in the americium
RSAL distribution Appendix B gives the Standard Risk equations and Chapter 4 gives the
summary of point estimates and probability distributions used 1n the RSAL calculations For the
external exposure pathway, the only variables that are described with probability distributions
are exposure duration and exposure frequency Probabilistic risk-based RSAL calculations for
plutonium are dominated approximately equally by soil ingestion (50%) and inhalation (49%)
For the inhalation pathway, the probabilistic varniables include the same set of time averaging
vanables as external radiation, plus mhalation rate and mass loading For so1l ingestion, the
probabilistic vanables mclude exposure duration, exposure frequency, and soil ingestion rate

For the SOR adjusted values for Am and Pu, which weight plutonium results more heavily than
americium, the probabilistic approach yields the following ranking of pathways soil ingestion
(46%) > 1nhalation (45%) > external exposure (10%) For the point estimate approach, soil
ingestion dominates with 55% of contribution to risk-based RSAL, followed by 1nhalation (42%)
and external exposure (4%)

For the dose-based RSALs, the relative contribution of three exposure pathways, based on SOR-
adjusted estimates for Am and Pu, are as follows soil mgestion (80%) > mhalation (16 1%) >
external exposure (3 7%) These results are consistent with the risk-based SOR approach

For uranium, the percent contributions of exposure pathways are presented separately for
depleted uranium (Tables 6-20 and 6-21) and enriched uranium (Tables 6-22 and 6-23) In terms
of the relative ranking of the three exposure pathways, the probabilistic results are somewhat
different between the point estimate results for both depleted urantum and enriched uranium

For depleted uranium, soil mgestion (56%) 1s the major contributor to the probabilistic risk based
RSAL for total uranium, followed by inhalation (43%) For the corresponding point estimate
analysis, nhalation 1s the major pathway (54%), followed by so1l ingestion (44%) This suggests
that one or more variables 1n the soil ingestion pathway have a relatively high coefficient of
variation, and that the point estimate value does not lie m the high end of the distribution
Table7-2 provides a comparison of the point estimates and probabihity distribution for the
exposure variables 1n the soil ingestion pathway that are characterized by probability
distributions  The point estimates for inhalation rate and soil ingestion rate correspond to a low-
end and moderately high percentile, confirming the assessment of exposure pathway
contributions

External exposure 1s a relatively minor pathway 1n all cases for uranium, with a maximum
contribution of 9% for the probabilistic risk-based RSAL for enriched uranium (Table 6-22)

Task 3 Report 109 9/30/2002




Table 7-2 Companison of point estimates and probability distributions for exposure vanables associated
with the so1l ingestion rate exposure pathway of the Wildhife Refuge Worker scenario

Poimnt Estimate
Exposure Variable P;zl:lil::::y(lr?;lgfy Value Percentile of
PDF
Inhalation rate (m’/hr) ?f% 306,11.2) 13| 27%%le
Exposure frequency (days/yr) ér;;cilgeg; o;g:)alz 50) 250 100™ %ule
Exposure duration (years) ;l;rt;%ca;te(;iongn;lgi 187 95™ %q1le
Soil ingestion rate (mg/day) gmfgg)n 100 77" %ale
Empinical distribution
Mass loading (j1g/m*) fun(r:)tlon (sce Table 4-5) 67 95™ o%le

"The same probabulity density function was used in the RESRAD 6 0 probabilistic simulations, converted to units
for calculating annual dose Exposure duration 1s described as a one-year point estimate in RESRAD

7.3.1.3 RELATIVE CONTRIBUTIONS OF EXPOSURE VARIABLES

In probabilistic nisk assessment, the probability distributions defined for input variables can be
related to the vaniability in potential RSALSs by using a variety of sensitivity analysis approaches
As discussed n Section 7 3, the exposure variables that are likely to contribute most to
vanability 1n risk assessment are those that are a factor 1n a major exposure pathway, a factor in
multiple exposure pathways, and are defined by a probability distribution with a high coefficient
of vaniation Results are presented as tornado plots in Appendix H Contribution to variance 1s
calculated as the squared Spearman Rank correlation coefficients, normalized to sum to 100%
Probabilistic sensitivity analysis approaches were not applied to the dose-based calculations of
RSALs Instead, RESRAD applies sensitivity analysts to the point estimate calculations, based
on sensitivity ratios (see Section 4 3)

Since exposure duration satisfies each of the three criteria listed in Section 7 3 for high
contributions to variance, it can be expected that this vanable will dominate the vanance in the
risk-based RSAL Appendix H, Tables H-5 and H-6 give tornado plots for americium and
plutonium for the wildhife refuge worker For amenicium, exposure duration accounts for
approximately 93% of the variance in RSAL, whereas for plutonium, 1t accounts for
approximately 71% For americium, no other exposure variables contribute significantly to
variance For plutonium, so1l ingestion and mass loading are also relatively important,
contributing 15% and 13%, respectively (Figure H-6)

For uranium, the sensitivity analysis results are presented for individual radionuchdes as tornado
plots in Appendix H, Tables H-15 to H-17 Exposure duration contributes approximately 70% to
variance for U-234 and U-238, and approximately 99% for U-235 The soil ingestion rate
contributes 18% for U-234 and 20% for U-238 In addition, the mass loading factor contributes
10% for both U-234 and U-238 The remaining two exposure variables that are described by
probability distributions are exposure frequency and nhalation rate, both of which are minor
contributors (1 € , < 1%) for all three uranium radionuchides For the uranium non-cancer risk
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assessment, the probabilistic calculations yield a very different result since exposure duration 1s
not a contributing factor to variance (1 e , 1t cancels out of the risk equation) Soil ingestion rate
contributes nearly all of the variance (1 e, 99 5%)

7.3.1.4 OVERALL IMPACT OF VARIABILITY ON RME VALUE

For americium and plutonium together, the so1l ingestion and mhalation exposure pathways
together contribute nearly 90% to the total risk-based RSAL for the SOR analysis Simularly, for
the dose-based approach, these pathways contribute 96% to the total dose Thus, the vanability
associated with exposure variables in these pathways 1s most relevant The key variables are
exposure duration, soil ingestion rate, and inhalation rate

For uranium, so1l ingestion and nhalation pathways contribute approxmmately equally to the risk-
based RSAL The exposure variables for both pathways may be evaluated more closely to select
the approprate percentile of the RSAL distribution to characternize the RME Information about
the RME range can assist 1n determining an appropriate percentile value from the RSAL
distribution to represent the RME  If the vanability in an RSAL distribution 1s high, the RME
range (1 e, 1 to 10" percentiles) may span an order of magnitude or more In such cases, the
difference between the 5™ percentile and 6™ percentile, for example, may result m very different
RSAL values By contrast, a relatively narrow RME range relaxes the need to nigorously explore
the contributions to vanability and uncertainty in the model For this probabilistic risk
assessment, given the relatively narrow RME ranges for all radionuclides, the 5™ percentile 1s a
reasonable choice for characterizing the RME Uncertainty i the dominant exposure pathways
and vanables are discussed further in Section 7 4
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7.3.2 RURAL RESIDENT SCENARIO

Table 4-5 summarizes the distributions used for exposure variables for the Rural Resident

scenarto Table 7-3 provides cross-references to the results of the probabilistic analysis using the
Standard Risk equations and RESRAD simulations The results are summanzed in Chapters 5

and 6, and details are provided in the Appendices

Table 7-3 Gude to results of RSAL calculations and sensitivity analysis for Rural Resident scenario

Results Standard Risk Dose Calculations
Equations RESRADG6 0

Amerncium Point estimates, proll)ablhstlc Table 5-1 Table 5-16 (adult)
estimates of RSALs Table 5-17 (child)
Sum-of-ratios adjusted Table 5-2 Table 5-16 (adult)
RSAL? Table 5-17 (child)
Sensitivity analysis — percent | Table 5-3 (prob ) Table 5-18 (SOR
contribution of exposure Table 5-4 (pomnt est ) adjusted)
pathways
Sensitivity analysis — Appendix H Not available
correlations and relative
contributions to varniance of
exposure varlables

Plutonum Point estimates, prol])ablhstlc Table 5-1 Table 5-16 (adult)
estimates of RSALs Table 5-17 (child)
Sum-of-ratios adjusted Table 5-2 Table 5-16 (adult)
RSAL? Table 5-17 (child)
Sensttivity analysis — percent | Table 5-3 (prob ) Table 5-18 (SOR
contribution of exposure Table 5-4 (point est ) adjusted)
pathways
Sensitivity analysis — Appendix H Not available
correlations and relative
contributions to vanance of
exposure variables

Uranmum Point estimates, probabilistic | Table 6-12 (includes non- | Table 6-7 (adult)
estimates of RSALs' cancer RSAL) Table 6-8 (child)
Sum-of-ratios adjusted Table 6-13 Table 6-10 (ug/g)

RSAL?

Table 6-11 (scaled to
body weight, pug/g)

Sensitivity analysis — percent
contribution of exposure
pathways

Table 6-14 (prob ,
depleted uranium)
Table 6-15 (point est ,
depleted uranium)
Table 6-16 (prob ,
enriched uranium)

Table 6-17 (point est ,
enriched uranium)

Table 6-2
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Standard Risk Dose Calculations

Results Equations RESRAD 6 0

Sensitivity analysis — Appendix H Not available
correlations and relative
contributions to varniance of
exposure variables

"Probabilistic result 1s the RME Range (1%, 5®, 10® percentiles) for Standard Risk Equations, and 5® percentile for
the RESRAD dose-based approach Results of RESRAD (Appendix E) are available on CD-ROM

?Assumes that the Am Pu activity ratio equals 0 182 and that only Am and Pu are present For uranium, assumes
that U-238, U-235, and U-234 are present 1n ratios consistent with either depleted uranmum (70 1 29) or as 20%
enriched uranum (4 6 90)

7321 RME RANGE
Risk-based RSALs

The RME range, given by the 10™ to 1% percentiles, provides two types of information for
decision making—an estimate of the RSAL at different percentiles of the distribution, and a
measure of variability given by the “spread” of the values within the range The results of the
probabilistic risk assessment using Standard Risk equations suggest that the RME range 1s
relatively narrow for both americium and plutontum For example, at a target risk level of 107,
the 10™ to 1* percentile range for americium 1s 145 to 39 pCy/g (1 ¢ , a factor of approximately
four), with a 5™ percentile RSAL (RME starting point) of 93 pCv/g S)see Table 5-1) The point
estimate RME 1s 70 pCy/g at thus target nisk level Simlarly, the 10" to 1% percentile range for
plutonium at a target risk of 10 1s 439 to 139 pCy/g (a factor of three), with a 5" percentile
RSAL of 284 pCv/g The analogous point estimate RME for plutonium of 128 pCy/g falls outside
the probabilistic RME range, and would yield a more conservative (1 e, lower) RSAL value
Given the RME ranges are narrow for the individual radionuclides, similar results are found for
the sum-of-ratio (SOR) adjusted values (see Table 5-2)

For uranium, the probabilistic RME range can be evaluated for each individual radionuchde

The SOR calculations were done only for the 5® percentile of the RSAL distribution The widest
RME range 1s estimated for U-234 (factor of 7 5) followed by U-238 (factor of 6 6) and U-235
(factor of 2 3) While the assessment for U-234 yields the widest range of RSALs, 1t does not
yield the lowest RSALs, or highest RME risk  The highest nisk, as determined by the

5t percentiles of the individual radionuchde calculations, 1s given by U-235 (15 pCv/g), followed
by U-234 (110 pCi/g), and U-238 (122 pCr/g) The narrow RME range for U-235 gives less
mmportance to the choice of percentile that corresponds to the RME  The gomt estimate for each
1sotope falls m the lower portion of the RME range, between the 1* and 5% percentiles For
chemucal toxicity (non-cancer), the 10™ to 1% percentile range at a target hazard index of 1 0 1s
738 to 199 pg/g, or a factor of 3 7

The most relevant metric of risk for uranium 1s given by the SOR adjusted RSALs, which can be
evaluated for both depleted uranium and enriched urantum  For depleted uranium, the

5" percentiles yield RSALSs 1n the following rank order U-235 < U-234 < U-238 However, for
enriched uranium, the 5™ percentiles yield RSALs n the following ranking U-238 <U-235 <
U-234
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Dose-based RSALs Using RESRAD

The results of the probabilistic assessment using dose-based equations suggest that the RME
range 1s relatively narrow for both americium and plutonium Note that the RME range for dose-
based results reflects the upper tail of the dose distribution, rather than the lower tail of the
RSAL distnibution In this case, higher percentiles correspond with lower RSAL values, so the
RME range 1s given by the 90" to 99" percentiles RESRAD provides an estimate of the low
end (90™ percentile) and midpont (95" percentile), but not the high-end (99™ percentile) of the
RME range The 99" percentile can be estimated by fitting the reported percentiles to a
distribution and extrapolating the estimate of the 99™ percentile For example, the probabilistic
dose-based RSALs for plutonium for the adult rural resident (Table 5-16) yields a 50" 90" and
95™ percentile RSAL at annual doses of 2 14, 3 65, and 4 48 mrem/yr per 100 pCv/g,
respectively These percentiles can describe a lognormal distribution (geometric mean of

2 14 mrem/yr per 100 pCy/g, geometric standard deviation of 1 59), which yields a 99" percentile
of 6 13 mrem/yr per 100 pCi/g The RME range varies by a factor of approximately 1 7 for this
example A similar approach for americium yields an RME range that vanes by a factor of
approximately 3 3 As with the nisk-based approach, the relatively narrow RME ranges from the
dose-based approach for americtum and plutonium yield SOR adjusted RSALSs that also have
narrow ranges A narrow RME range gives less importance to the choice of percentile that
corresponds to the RME

For uranium, the selected percentiles of the probability distributions for SOR adjusted RSALs
reported 1n Table 6-7 were used to define lognormal distributions, and thereby estimate the high-
end of the RME range (1 ¢ , 99" percentile doses) The RME range 1s most variable for U-234
(factor of 4 7), followed by U-238 (factor 1 86), and U-235 (factor 1 22) The 50 percentile
estimates of RSALs for depleted uranium and enriched uranium follow the same patterns as 1n
the risk-based estimates described above For depleted uranium, the 5™ percentiles yield RSALs
in the following rank order U-235 <U-234 <U-238 However, for enniched uranium, the

5™ percentiles yield RSALs m the following ranking U-238 < U-235 < U-234

7.3.2.2 RELATIVE CONTRIBUTIONS OF EXPOSURE PATHWAYS

The percent contributions of exposure pathways differ for individual radionuchides In addition,
using a probabilistic approach, the percent contribution changes with each 1teration of a Monte
Carlo model, resulting 1n a probability distribution for percent contribution for each exposure
pathway The anthmetic mean of the percent contribution probability distribution 1s presented n
this analysis

The external exposure pathway dominates the probabilistic risk-based RSAL calculation for
americium (Table 5-3) by contributing approximately 50% to the risk, followed by food
mgestion (29%) This result suggests that exposure variables that are unique to the external
exposure pathway can be expected to also contribute more to the variance in the RSAL
distribution  Appendix B gives the Standard Risk equations and Chapter 4 gives the summary of
point estimates and probability distributions used 1n the RSAL calculations For the external
exposure pathway, the only variables that are described with probability distnibutions 1n the risk
calculation are exposure duration, exposure frequency, and exposure time Risk-based RSAL
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calculations for plutonum are dominated by so1l ingestion (50%) and mhalation (32%) For the
mnhalation pathway, the probabilistic vanables include the same set of time averaging variables
as external radiation, plus inhalation rate and mass loading For soil ingestion, the probabilistic
variables include exposure duration, exposure frequency, and soil ingestion rate  When the
results for americrum and plutontum are combined by the SOR approach, so1l ingestion (45%)
and mhalation (29%) continue to be the dominant exposure pathways

For uranium, the percent contributions of exposure pathways are presented separately for
depleted uranium (Tables 6-14 and 6-15) and enriched uranium (Tables 6-16 and 6-17) In terms
of the relative ranking of the four exposure pathways, the probabilistic results are simlar to the
point estimate results for both depleted uranium and enriched uranium In all cases, the
following 1s the rank order of percent contribution to RSALs plant ingestion > soil ingestion >
mhalation > external exposures The plant ingestion pathway contributes between 60% and 80%
of the total exposure Although external exposure 1s the dominant exposure pathway for U-235
for the individual radionuchde analysis, U-235 received little weight in the 1sotopic ratios used to
calculate total uranium for depleted uranium and enriched uranium (see Tables 6-14 and 6-15)
The maximum contribution of the inhalation pathway 1s 11%

For the probabilistic dose-based calculations of RSALs for americium, plutonium, and uranrum,
percent contributions of exposure pathways are based on the 5t percentiles of the RSAL
distribution  For americtum and plutonium (SOR adjusted, Table 5-18), the followng 1s the rank
order of percent contribution to RSALs soil ingestion > plant ingestion > ihalation > external
exposure For the child rural resident, so1l ingestion comprises approximately 69% of the total
dose-based RSAL, followed by plant ingestion (18%) For the adult rural resident, the
contributions of soil ingestion and plant ingestion are approximately equal (45% and 40%,
respectively) For both age groups, external exposure comprises less than 5% of the total
exposures

For the dose-based calculations of RSALSs for uranium, the sensitivity analysis suggests that the
percent contribution of exposure pathways depends on the size of the exposure area (Table 6-2)
For small areas (e g, 100 m?), the external exposure pathway domnates the RSAL calculations
for both depleted uramum and enriched uranium However, for large areas (40,000 m?), the
plant ingestion pathway dominates the exposures The protectiveness of the modeling
assumptions employed 1n the Rural Resident scenario 1s discussed in Sections 64and 65 A
relatively large exposure unit area of 5 acres (1 e , 23,333 m”) was employed 1n this assessment
For adults, the ingestion pathway contributes 55% to the SOR adjusted RSAL for depleted
uranium, and 71 6% for enriched urammum For children, the ingestion pathway contributes
approximately 70% for both depleted uranium and enriched uranium

7.3.2.3 RELATIVE CONTRIBUTIONS OF EXPOSURE VARIABLES
In probabilistic risk assessment, the probability distributions defined for input variables can be
related to the vanability n potential RSALSs by using a variety of sensitivity analysis approaches

As discussed 1n Section 7 3, the exposure variables that are likely to contribute most to
variability n risk assessment are those that are a factor mn a major exposure pathway, a factor in
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multiple exposure pathways, and are defined by a probability distribution with a high coefficient
of vaniation Results are presented as tornado plots in Appendix H

Contributions to variance 1n the risk-based RSALs were evaluated by calculating normalized
Spearman Rank correlation coefficients Since exposure duration satisfies each of the three
critenia histed above, 1t can be expected that this variable will dominate the varniance 1n the risk-
based RSAL Appendix H, Tables H-1 to H-4 give tornado plots for americium and plutonium
for the rural resident For americium, exposure duration accounts for approximately 94% of the
vanance 1n RSAL, whereas for plutonium, it accounts for approximately 84% For americium,
no other exposure variable contributes more than 1% to variance For plutonium, the so1l
mgestion rate for children (9%) 1s ranked as the second most influential variable, followed by
mass loading (3 5%) (see Appendix H) Probabilistic sensitivity analysis approaches were not
applied to the dose-based calculations of RSALs Instead, RESRAD applies sensitivity analysis
to the point estimate calculations, based on sensitivity ratios (see Section 4 3)

For uranium, the sensitivity analysis results are presented for individual radionuclides as tornado
plots 1n Appendix H, Tables H-7 to H-14 Exposure duration contributes approximately 80% to
variance for U-234 and U-238, and approximately 98% for U-235 The soi1l-to-plant transfer
factor (transfer factor in this assessment, B, and B; in Baes et al , 1984) contributes
approximately 13% to vanance for U-234 Simularly, the various plant consumption rates
contribute 1-2% to variance for U-234 In addition, exposure frequency contributes
approximately 2% to variance for U-235 All other exposure variables are minor contributors to
variance (e g , < 1%)

For the uranium non-cancer risk assessment, the probabilistic calculations yield a very different
result since exposure duration 1s not a contributing factor to varance (1 e , 1t cancels out of the
risk equation) Soil ingestion rate for children and adults contributes 88% and 3% to vanance,
respectively Mass loading also contributes approximately 3%

7.3.2.4 OVERALL IMPACT OF VARIABILITY ON RME VALUE

Considered together, the probabilistic RME range and the sensitivity analysts provide insights
regarding the relative importance of vanability on the choice of the RME For nisk-based
estimates, the SOR approach 1s weighted towards the results for the RSAL calculations for
plutontum Thus, the choice of RME may be more greatly impacted by the plutonium results as
well For uranium, the ratios used to estimate total dose from depleted uranium and enriched
uranium tend to weight U-234 and U-238 over U-235 The RME range 1s relatively narrow for
all radionuchides and chemical toxicity (urantum, non-cancer) 1n this assessment (1 e , factor of
3 or 4 between the 10™ and 1% percentile RSALs) This result tends to support staymg with the
95™ percentile as the starting pomt for characterizing the RME

Simularly, the dose-based estimates yield narrow RME ranges for americium, plutonium, and
uranium For the americium and plutontum RSALSs, the dominant exposure pathway 1s soil
mgestion, especially for the child rural resident For uranium, ingestion pathways also dommate
the total dose
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For americtum and plutonium together, the sotl ingestion and inhalation exposure pathways
together contribute nearly 70% to the total risk-based RSAL for the sum-of ratios case Thus, the
variability associated with exposure variables 1n these pathways 1s most relevant The key
variables are exposure duration, soil ingestion rate for children, and mass loading Although
exposure duration 1s the most important variable 1n terms of contribution to variability in nisk,
childhood so1l ingestion rate and mass loading also contribute 9% and 3 5%, respectively For
uranium, the soil-to-plant transfer factors are also relatively important compared with the other
exposure variables 1n the assessment, with the exception of exposure duration Uncertainty
associated with the probability distributions for these variables 1s discussed further below

The point estimate RME value provides a different type of assessment, and 1s not expected to
yield a simular result to the probabilistic approach The point estimate risk-based RSAL 1s lower
than the 1% percentile from the probabilistic risk-based value Table 7-4 provides a closer
comparison of the point estimates and probability distributions for the three key vanables,
illustrating that each point estimate corresponds to a relatively high percentile of the distribution
Further information on uncertainty associated with the key variables discussed later can support
this assumption A similar comparison 1s given in Table 7-2 for the Wildlife Refuge Worker
scenario

Table 7-4 Comparison of point estimates and probabihity distributions for the highest ranked exposure
varnables 1dentified for sensitivity analysis for plutonium — Rural Resident scenano

Pomnt Estimate
Probability Density
Exposure Vanable Function (PDF)' Value Per?;gle of
Exposure duration (years) ;l"lrzurécaltgd;olgnso’;)m al 30 92 %ole
Soil ingestion, child (mg/day) ;l;r;n;calt ;’(21 lggrlloor(r)r(l)a;l 200 96 %o1le
3 Empirical distribution o
Mass loading (pg/m’) function (see Table 4-5) 67 95 %ile

"The same probability density function was used n the RESRAD 6 0 probabilistic simulations, converted to units
for calculating annual dose Exposure duration 1s described as a one-year pomt estimate in RESRAD

7.4 IMPACT OF UNCERTAINTY IN EXPOSURE ON THE RSAL

Many of the point estimates and probability distributions used to calculate RSALs are based on
the same data sets and share some of the same sources of uncertainty In addition, there 1s
uncertainty 1n the assumptions that define each of the exposure scenar10s 1n this assessment In
general, the most important sources of uncertainty are hkely to be paired with the exposure
pathways and variables that contribute most to the vanability in the RSAL This section presents
a qualitative discussion and categorization of the uncertainties in the probabilistic analysis used
to estimate RSALs Information on vanability and uncertainty 1s presented together to facilitate
the selection of an RSAL corresponding to the RME individual This discussion applies to both
the dose-based RSALs using RESRAD and the risk-based RSALs using the Standard Risk
equations, since the mputs to both models are based on essentially the same set of assumptions
The 1ntent of this qualitative assessment 1s to help both the decision makers and stakeholders
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decide whether the 5™ percentile of the probability distributions for the RSALs most closely
represents an RME receptor, or whether a more conservative percentile (1% to 5t percentiles) or
less conservative percentile (5" to 10™ percentiles) within the RME range may be justified and
health protective Point estimates of the RME RSALs were also calculated for each scenario

General Procedure for the Qualitative Uncertainty Evaluation

¢)) Confidence Rating of Parameter Uncertainty — In this qualitative evaluation of
uncertainty, the working group focused on the exposure pathways and variables that most
influenced a specific RSAL, and evaluated them 1n greater detail than the other factors
The level of confidence 1n the probability distributions was evaluated by developing a
confidence rating approach, modeled after the set of criteria developed by U S EPA to
assess the weight of evidence for recommendations 1n the Exposure Factors Handbook
(U S EPA, 1997) These criteria include study elements such as level of peer review,
accessibility, reproducibility, focus on factor of interest, representativeness of study
population, whether the study was primary data, currency, adequacy of data collection
period, validity of approach, study size, characterization of vanability, lack of bias m
study design, and measurement error In addition, the studies were also evaluated agamst
other critenia such as the number of other studies published using similar methodologies,
and the degree of consensus among researchers on the reliability of the data This
procedure resulted 1n a qualitative ranking of the confidence 1n the data as “high”,
“medium” or “low” For each exposure variable, the collective confidence ratings from
the multiple critenia were evaluated to determine an overall, cumulative confidence rating
for the specified probability distribution

(2)  Model and Scenario Uncertainty — Other sources of uncertainty, either mtrinsic to the
assumptions n the RESRAD model and Standard Risk equations, or related to the
exposure scenario, also contribute to the overall uncertainty of the RSAL estimates
These sources of uncertainty were not necessarily identified as influential by the
sensitivity analyses, but still contribute to the overall uncertainty of the RSAL estimates
Professional judgment was used to evaluate the impact of these sources of uncertainty on
the overall RSAL If a relatively conservative assumption was made due to the
uncertainty, the RSAL corresponding to the RME 1s more likely to be protective

A3) Overall Impact of Uncertainty on the RME Value — Information on important sources of
vaniability provides the context needed to determne the potential consequence of the
sources of uncertainty (1 e , parameters, models, and scenarios) The most influential
sources of uncertainty will be associated with the pathways and variables that contribute
most to variability in RSALs Application of this principle was used to estimate the
overall impact of a particular pathway or vanable on the RSAL for each individual
radionuclide A graphical summary 1s used to jointly convey the sources of vanability
and uncertainty (see Figure 7-1)
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7.4.1 CONFIDENCE RATINGS FOR PARAMETER UNCERTAINTY

The overall confidence rating for each exposure variable characterized by a probability
distribution 1s summarized 1n Table 7-5 (Rural Resident) and Table 7-6 (Wildlife Refuge
Worker) The complete evaluation of each dataset 1s described 1n more detail in Appendix A
Most of the vanables received a rating of “medium” since they generally had a mix of both high
and low ratings for specific elements of the available data Inhalation rates for children and
adults are well studied and were assigned an overall rating of “high” The point estimates and
distributions are based on studies that were well designed and focused on age-specific ventilation
rates, and the data were developed for use in Monte Carlo simulations In addition, results were
fairly consistent across studies Overall ratings of “low” confidence were assigned to the soil
ingestion rate distribution for adults (due to limited available data) and consumption rates of
gram (due to uncertainty about the homegrown fraction)

Exposure duration, which 1s the most influential exposure vanable for the risk-based
calculations, recerved a ranking of medium For the Rural Resident scenarto, exposure duration
refers to the residential occupancy period Extensive, well peer reviewed, national data exist to
characterize variability in current residence times of respondents and residential mobility
patterns, but there 1s uncertainty 1n extrapolating from these data to predict how much longer
each respondent 1s likely to live 1n their residence  For the Wildlife Refuge Worker, exposure
duration refers to the occupational exposure period Representative data are available from
surveys of biological workers, however, the sample size 1s small (1 € , n = 20) (Ebasco, 1994)
To compensate for this source of uncertainty, a relatively high upper truncation limit of 40 years
was used to allow for future wildhife refuge workers to stay on site for more than five times the
average reported exposure duration (seven years)

In addition, professional judgment was used to determine the relative level of conservatism and
the impact of the pont estimates used as inputs for those important variables (Table 4-4) for
which nsufficient data were available to develop distributions This information 1s discussed
below and 1s shown 1n Tables 7-5 and 7-6
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Table 7-5 Overall confidence ratings for exposure variables described with probability distributions for
the Rural Resident scenario

Exposure Confidence Rating 1
Variable Low | Med. | High Rationale Appendix A
Exposure X Large sample size and good concurrence among Table A-38
duration (risk different study methodologies Uncertainty in
only) combining mobihity and mortality data to simulate
total residence time, potential bias m national
rather than regional data Lognormal distribution
gives reasonable approximation to empirical
distribution function, but truncation himit
constrams the variance of the distribution by 25%
Exposure X Large sample size, survey responses focus directly | Table A-35
frequency on time spent at home Uncertainty associated
with charactenization of variability, potential
change 1n activity patterns since 1985, and
potential error associated with 24-hour recall
Soil ingestion X Variability over one week may overestimate Table A-9
rate, child vaniabihity over one year Uncertainty in mass
(IRs_child) balance methodology, and assumption associated
with selection of probability distribution type and
parameters Recent, primary data from
representative population and moderate sample
size
Soil mgestion X Primary data but small sample sizes Repeat Table A-7
rate, adult measurements over three-week period, although
(IRs_adult) no attempt to quantify intra-individual variability
Uncertainty in mass balance methodology given
the number of days of negative ingestion rate
estimates
Consumption X Large sample size and very good Table A-15
rate, fruit, representativeness for vegetable and fruit, which
child comprise the majority of the total homegrown
(CR_f child) mtake Uncertamty in homegrown fraction for
frut, adult X grain  Uncertainty 1n response survey bias, choice
(CR_f adult) of probability distribution, independence of
== vegetable, fruit, and grain, and extrapolation to
vegetable, X long-term average
child
(CR_v_child)
vegetable, X
adult
(CR_v_adult)
grain, child X
CR_g child)
grain, adult X
CR_g adult)
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Exposure Confidence Rating Rational A dix A
Vanable Low | Med | High ationale ppendix
Mass loading X Dafficult vanable to predict given multiple Sections
influential factors Estimate based on site-specific { A 192
data and conservative approach to weighting the and
probability of long-term average contributionsof | A195
fire years
Soil-to-plant X Large sample size and very good Section
transfer factor representativeness across soil types, plant types, AlS51
for vegetative and dry-to-wet weight conversion (DWC) factors
portion (TF_v) Uncertamty 1n crop groupings to a single term,
and choice of lognormal probability distribution, and
reproductive extrapolation of GSD estimates by plant types for
portion (TF_r) 2/3 of data points
Inhalation rate, X Studies group nhalation rates by appropnate Table A-34
child factors of age, gender, and activity Minute
(IRa_child) volumes reflect Canadian subjects, whereas
Inhalation rate, X activity pattern data 1s from U S subjects

adult
(IRa_adult)

Consistently low coefficient of variation within
studies

"See Appendix A for more detailed tables of confidence ratings and discussions of uncertamty for a wide range of

study elements
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Table 7-6 Overall confidence ratings for exposure varnables described with probability distnibutions for
the Wildhfe Refuge Worker scenario

Exposure
Variable

Confidence Rating

Low

Med.

High

Rationale

Appendix A'

Exposure
duration (nisk
only)

X

U S Fish and Wildlife survey of biological
workers reported in Rocky Mountamn Arsenal
report Supplemental data for verification
available from U S Bureau of Census, US EPA,
and National Center for Health Statistics review
of National Survey Data Assumed to be a
conservative (biased high) estimate of duration at
the same job Uncertainty due to small sample
size and extrapolation to upper truncation limt

Table A-43

Exposure
frequency

Site data support intuition about employment
patters during the year for full time workers
Vanance from three studies conducted by U S
Fish and Wildlife 1s small, despite small sample
size Uncertamty n truncation limuts, especially
on the low end

Table A-41

Soi1l ingestion
rate, adult
(IRs_adult)

Primary data but small sample sizes Repeat
measurements over three-week period, although
no attempt to quantify intra-individual variability
Uncertainty in mass balance methodology given
the number of days of negative ingestion rate
estimates

Table A-7
and Section
A252

Mass loading

Difficult variable to predict given multiple
influential factors Estimate based on site-specific
data and conservative approach to weighting the
probability of long-term average contributions of
fire years

Sections
Al192
and
Al195

Inhalation rate,
adult
(IRa_adult)

Relevant study on biological workers used n
Rocky Mountain Arsenal report Survey data of
activity patterns combined with estimates of
inhalation rate by activity Surrogate studies
group mhalation rates by appropriate factors of
age, gender, and activity Minute volumes reflect
Canadian subjects, whereas activity pattern data 1s
from U S subjects Consistently low coefficient
of vanation within studies

Table A-40

'See Appendix A for more detailed tables of confidence ratings and discussions of uncertanty for a wide range of

study elements
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7.4.2 MODEL AND SCENARIO UNCERTAINTY

Unlike parameter uncertainty, which can be quantified based on the representativeness of the
available data, sources of model and scenario uncertainty are generally more difficult to evaluate
As described above, these sources of uncertainty may not contribute explicitly to the sensttivity
analysis, but the methods used to account for these uncertainties may have important effects on
the RSAL calculations Sources of uncertainty can generally be grouped into assumptions that
affect all of the model calculations, and assumptions that are scenario-specific

Location of Exposure Units — A common source of uncertainty 1n future land use scenarios 1s
the designation of the exposure unit It 1s difficult to specify where occupational or residential
exposures may occur 1f structures are not yet built and residential plots are not specified Unless
current buildings are used, which 1s not part of the current site plan, construction of new
buildings would have to disturb the surface so1l Any disturbance of contaminated surface soil
would likely result in dilution and mixing The potential reduction 1n exposures resulting from
the dilution or mixing of surface soils was not addressed 1n this assessment In addition, the
entire contaminated zone available for inhalation exposure 1s assumed to be the base of a box, in
which the receptor 1s umiformly exposed to dust, part of which 1s contributed from upwind clean
dust as a function of annual average wind speed (directionally independent) This would be a
conservative assumption 1n an area i which the wind favored one direction over others over
time

Receptor Location — A simphifying assumption that 1s often applied 1n risk assessment 1s that
individuals have equal probability of contacting any location within an exposure umit  This
assumption 1s particularly relevant for scenarios that include an external exposure 1rradiation
pathway An area of contamination greater than a few hundreds of square meters, however,
virtually saturates the external irradiation pathway, so that larger areas than this have little
impact on the amount of wrradiation experienced by the receptor Since the area of contamination
used in the RESRAD analyses for the Pu and Am evaluations was 300 acres (1 ¢ , 1,400,000 mz),
all pathways, including the external radiation exposure pathway were saturated for scenarios n
this assessment Therefore, each of the receptors was effectively modeled as always being 1n the
middle of a large area of contamination This simphifying assumption 1s expected to be relatively
conservative for areas that are outside the 903 Pad

Standard Risk Equation Approach — A number of simphifying assumptions are applied n the
risk-based calculations of RSALs The nsk equation does not take radioactive in-growth of
americium or decay of both americtum and plutonium over time into account Given that in-
growth of americium and decay of americium and plutonium 1s mathematically predictable, the
working group decided to model the situation where americium n-growth had reached 1ts peak
value (0 182 times the activity of plutonium), and to not take credit for exposure reduction
through radioactive decay Because of the extremely long decay rates for uranium, this factor 1s
not as important in the uranium assessment

Mass Loading — Section 4 6 and Table 6-4 provide an overview of the uncertainties associated

with the development of a probability distributton for mass loading Simplifying assumptions
that tend to yield a more conservative estimate include (1) the average particulate diameter 1s
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presumed to be one micron 1n diameter This assumption 1s likely to overestimate the total mass
of mnhaled particles that are available for absorption to the blood, and subsequently available for
dose to other mternal organs, (2) the concentration of radioactive contaminants 1n the dust 1s the
same as the concentration 1n surface so1l This assumption may overestimate the amount of
mhalable radioactivity to some degree, (3) a weighted average of mass loading to account for the
10% probability of fire occurring 1n any one year 1s likely to overestimate the weighted average
over longer time periods by as much as 100% over a 30 year exposure duration (see Appendix A
for a quantitative analysis of this source of uncertainty), and (4) estimates of mass loading
distributions do not take into account the influence of dilution from tilling, building construction
or other 1nvasive activities on long-term exposure, nor do the exposure estimates compensate for
changes 1n habitability or crop production 1n the wake of a significantly large fire event
Potential reductions 1n dust due to wrrigation or the presence of roads are treated as msigmficant

Overall, the assumptions used to define location of exposure unit and receptors, mass loading,
and radioactive in-growth and decay are biased in a conservative direction and would support
moving to a higher percentile in the RME risk range

7.5 IMPACT OF UNCERTAINTY IN THE CANCER SLOPE FACTORS AND DOSE
CONVERSION FACTORS

Although not previously mentioned 1n the discussion of sensitivity, major sources of uncertainty
n the nisk and dose calculations 1n this evaluation are the cancer slope factors and the dose
conversion factors used to relate exposures to risk and dose, respectively Indeed, uncertainty in
the cancer slope factors and dose conversion factors have as sigmficant an impact on the RSAL
as exposure duration, since they are a factor in every exposure pathway Computation of these
factors by the ICRP and EPA’s Office of Radiation and Indoor Auir, involved the use of models
and parameters that introduced additional uncertainty into the tabulated coefficients

The sources of uncertainty m the risk coefficients taken from the HEAST tables may be
generally grouped mnto one of three modeling components (1) the risk model, (2) the biokinetic
model, or 3) the mternal and external dosimetric models Uncertainties in the three modeling
components are outlined 1n Sections 75 1to 7 5 4 below A detailed discussion of these various
sources appears 1n Federal Guidance Report 13 (FGR 13) (U S EPA, 1999a) Also refer to
Section 4 7 (cancer slope factors) and Section 4 8 (dose conversion factors) for an overview of
the values used 1n the analysis presented 1n this assessment The Office of Radiation and Indoor
Aur 1s currently tasked with quantifying estimates of uncertainty for a number of these sources (a
task heretofore not undertaken), however the results of this work are not yet available

It 1s clearly outside the scope of the RSAL working group’s expertise to deviate from the
selection of risk and dose coefficients that have the endorsement of national and international
bodies of experts Accordingly, the working group made conservative assumptions where
alternative choices were available
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7.5.1 RISK MODEL

Sampling variability — Estimates of radiogenic cancer risks are often based on a hmited amount
of eprdemiologic data It has been estimated that there are less than 1,000 excess cancer deaths
to date n the Japanese A-bomb survivor cohort, from which most of our risk estimates for the
various cancer sites and age groups have been dertved  As a result, the number of excess cancers
used to derive nisk estimates for a particular cancer and age group can be small In general, the
precision of risk esttmates depends on the way epidemiologic data are grouped (e g , age,
location, cancer site, radiation dose nterval, etc ) The discussion n FGR 13 (U S EPA, 1999a)
indicates that, depending on the cancer site, the range of uncertainty (ratio of upper to lower 90%
confidence values) 1s from about 1 6 for the types of cancer most often associated with
plutontum internal exposure (bone and liver) up to four for colon cancer, and up to a factor of

10 for esophageal cancer It 1s not clear how this affects the total uncertainty of FGR 13
coefficients

Diagnostic misclassification — Two types of errors can occur detection errors (calling cancer
cases something else) and confirmation errors (calling non-cancer cases cancer) Certain

researchers have suggested that excess relative and absolute risk estimates should be adjusted
upwards by about 15%, however this was not done 1n the computation of FGR 13 coefficients

Errors in dosimetry — Generally the basis for this uncertamty 1s in rethinking the dose response
for the atomic bomb survivors who were primarily exposed to external gamma and neutron
radiation A recent analysis (NCRP, 1997) suggested that current dose response models based on
data from this cohort have overestimated the risk per unit dose, suggesting that the approach used
1 FGR 13 1s conservative 1n this respect

Effects of radiation at low doses and dose rates — EPA policy still dictates the use of the linear
no-threshold model for dose-response Although this model 1s under debate 1n the scientific
community, the working group believes that this 1s the most appropriate model among
alternatives and 1s reasonably conservative This conclusion 1s supported by the
recommendations of several recent expert panels (UNSCEAR, 1993, 1994, NRPB, 1993, NCRP,
1997) that the linear no-threshold model for dose response 1s consistent with the current
understanding of carcinogenic effects of radionuclides, and 1s justified for estimating risks from
low doses of radiation

The cancer slope factors from FGR 13 (U S EPA, 1999a) or others recommended by EPA’s
Office of Radiation and Indoor Air are central estimates from the linear no-threshold model of
the age-averaged, lifetime radiation cancer risk for incidence of both fatal and nonfatal cancers
The central estimate value from this model 1s used as the cancer slope factor for radionuclides
based on the high confidence associated with the radionuchide database

Relative biological effectiveness (RBE) for alpha particles — EPA used a value of 20 for the
RBE for alpha particles (as recommended by ICRP) for low dose rates (the area of interest for
environmental exposures) This 1s consistent with central tendency estimates for combined
research data on solid tumor induction by alpha particles and fission neutrons The observed
range of RBE 1n this data 1s from 5 to 60
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Transporting risk estimates across populations — Much of the risk model epidemiological data
1s taken from the Japanese population, which 1s known to have substantially higher stomach
cancer rates, and lower lung, colon and breast cancer rates than the United States population
Land and Sinclair (1991) presented two different relative rnisk models for transporting estimates
derived from the Japanese A-bomb survivor data Gtiven that 1t 1s not clear how to adjust risk
estimates across such populations, EPA constructed a model that yields risk estimates that are in
between the risk estimates that would be calculated through application of the two Land and
Sinclair models

Age and time dependence of risk per unit dose — There 1s still considerable uncertainty 1n
estimating the risk of solid tumor formation 1n individuals exposed to radiation before age 20,
and yet the highest relative cancer nisks appear 1n the youngest exposure categories

Sute-specific cancer morbidity risk estimates — Current nisk estimates do not rehably adjust for
long term survival of cancer cases based on the success of current and future treatment
modahities This 1s less important to this assessment than other sources of uncertainty, since all
risk derived RSALS are based on cancer mcidence rather than mortality

7.5 2 BIOKINETIC MODEL FOR PLUTONIUM

Chemuical form of plutonium and selection of lung absorption type — DOE and the other
agencies had differing opimions on the degree of confidence in the chemical form of plutonium
contamination mn the environment at Rocky Flats In the interest of prudence, the decision was
made by the working group to select the most conservative choice for lung absorption type

(Type M)

Particle size distribution and deposition in respiratory system — The RESRAD model assumes
that the mput parameter for the annual average value of mass loading in air represents a
distribution of particles of one micron in diameter Thus results i a likely overestimate of the
dose to the lung, absorption to the blood, and subsequent dose to other internal organs

Lung dose over broad range of Absorption Type M — 1t 1s unlikely that the rate of absorption of
matenial mhaled at Rocky Flats 1s at the rapid end of the range, since most of the matenal 1s
probably 1n relatively msoluble forms However the difference in overall dose between the S and
M absorption types 1s shight (a few percent), owing to the relative unimportance of the inhalation
pathway Type M 1s clearly a more conservative choice, although only shightly so

Precision in determination of gastrointestinal uptake fraction (f1) — Use of the ingestion dose
and risk coefficients from ICRP 72 (ICRP, 1996) / FGR 13 (U S EPA, 1999a) assures that the
f1 value for the less soluble forms of plutonium at Rocky Flats 1s conservative The values are
approximately 50 times higher than that used for plutonium oxides n ICRP 30 (ICRP, 1979),
and ICRP 68 (ICRP, 1994b) (worker exposure)
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7.5.3 INTERNAL DOSIMETRIC MODELS FOR PLUTONIUM

The literature contains a broad range of estimated residence times of plutonium on bone surfaces
The dose impact of bone exposure 1s believed to be msignificant compared to lung, liver, and GI
tract dose

Dose to the colon wall from plutonium 1n colon contents may be important to ingestion dose and
nisk estimates The recommended value of 1% of ingested matenal emitting alpha radiation that
strike the wall of the colon 1s believed to be conservative See FGR 13 (U S EPA, 1999a), and
Appendix D

7.5.4 EXTERNAL DOSIMETRIC MODEL FOR PLUTONIUM

There 1s high uncertainty 1n the estimates of transport and dose from very low energy photons
However, 1n this analysis, the uncertainty contnibution 1s considered insigmficant for plutonium
dose and nisk calculations, owing to the very small contribution of external exposure to dose and
risk from plutonium photons

The working group believes that the dose coefficients, which incorporate uncertainty from the
biokinetic and mnternal dosimetry sources cited below, are selected conservatively The nisk
coefficients incorporate additional and possibly greater uncertainty from the use of the nisk
model, for which not all sources of uncertainty have been conservatively addressed However,
the working group’s decision to model both dose and risk serves as a check on the impact of
uncertainty 1n the nsk model The consistency that 1s observed between RSALs computed on the
basis of dose and on the basis of risk suggests that the working group’s approach 1s reasonable
Assumptions used to select the models appear to be relatively neutral 1n their nfluence on the
choice of the RME value

7.6 OVERALL IMPACT OF VARIABILITY AND UNCERTAINTY ON THE SELECTION
OF THE RME VALUE

The previous sections have described the impact of variability and uncertainty in the major
exposure pathways, major exposure variables, and choice of models and scenarios used n the
RSAL calculations Table 7-7 and 7-8 summarize the overall confidence 1n the exposure
pathways and assumptions associated with the mputs to the Rural Resident and Wildlife Refuge
Worker probabilistic risk assessments The majority of vanables have a high or medium
confidence rating suggesting that an RSAL value between the 10™ and 5® percentiles should be
selected as representative of the RME at this site  Figure 7-1 shows how the information from
the sensitivity analysis (variability) can be combined with the confidence ratings (uncertainty)
The majonty of the variables that contribute most to the vanability in RSAL (e g , exposure
duration, soil ingestion rate) also have a medium confidence rating Simularly, those vanables
with relatively low confidence ratings also appear to be minor contributors to vanability
Conclusions regardm% model and scenario uncertainty also suggest the selection of an RSAL
value between the 10" and 5" percentile would be approimate Overall, the working group
recommends that an RSAL value between the 10™ and 5™ percentiles be selected as
representative of the RME at the Rocky Flats site
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Table 7-7 Rural Resident scenario RSALSs (relevant to all radionuchdes) — the impact of confidence
ratings on the percentile of the RME range (10™ to 1* percentiles) that represents the RSAL

Exposure Pathways
and Vaniables

Confidence
Rating for
PDF

Professional Judgment

Impact on
RME Percentile

15! . Sth Sth
%ile Y%ile %ile

sh_ 10"

Variables in All Exposure Pathways (except food ingestion)

Exposure duration

PDF - Medium

Conservative Based on national
database

Exposure frequency

PDF - Medium

Realistic Based on national
database

Indoor time fraction

Point estimate

Realistic Set at 85% of time on-
site, which 1s approximately the
75" percentile for U S residents, so
that indoor time fraction plus
outdoor time fraction would add up
to 10 (Exposure Factors
Handbook, U S EPA, 1997)

Outdoor time fraction

Pont estimate

Realistic  Set at 15% of time on-
site, which 1s approximately the
75™ percentile for U S residents, so
that indoor time fraction plus
outdoor time fraction would add up
to 10 (Exposure Factors
Handbook, U S EPA, 1997)

External Exposure

Gamma shielding
factor

Point estimate

Conservative EPA default (Sou/
Screeming Guidance for
Radionuchdes User’s Guide, U S
EPA, 2001)

Thickness of
contamiated zone

Point estimate

Realistic Set at 15 cm, site-
specific data indicates that 90% of
Pu-239 and Am-241 1s within this
thickness

Density of
contaminated zone

Point estimate

Conservative Setat 1 7 g/em’,
site-specific average for Rocky
Flats alluvium that largely includes
data from sampling depths greater
than 15 cm The more dense the
so1l, the more activity per volume
of so1l and the greater the potential
dose due to external wradiation At
the same time, as soil becomes
more dense the attenuation of
external radiation from below the
surface increases
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Impact on

Exposure Pathways Confidence RME Percentile
. Rating for Professional Judgment
and Variables PDF 15t 5 gh | gh_qot
Yorle Y%ile %ile
Food Ingestion
Fruit, vegetable, and PDF - Medium, | Realistic Based on national X
grain consumption (fruits and database, taking age, seasonal
vegetables), homegrown consumption rates for
Low (grains) the West 1nto account
Depth of roots Point estimate | Conservative Set at 15 cm 1n order X
to limut root uptake to maximally
contarmmnated zone Most vegetable
garden roots do not exceed this
depth
Depth of so1l mixing Pomnt estimate | Conservative Set at 15 cm, equal X
layer to the thickness of the contaminated
zone, maximizing the availability of
contaminated matenal for
resuspension
Thickness of Pomt estimate | Realistic Set at 15 cm, site- X
contaminated zone specific data indicates that 90% of
Pu-239 and Am-241 1s within this
thickness
Soil-to-plant transfer Poimnt estimate | Conservative Point estimates for X
factor (Am and Pu) Am-241 and Pu-239 developed by
Whicker et al (1999) are lower than
PDF - Medium | older values, Distribution for U-
(uranium) 234,U-235, and U-238 1s based on
a large data set and 1s representative
across soil types, plant types, and
dry-to-wet weight conversion
factors
Contaminated fraction, | Point estimate | Conservative Setat10 All X
homegrown foods homegrown foods were assumed to
grown on be grown on contaminated so1l
contaminated so1l
Soil ingestion
So1l ingestion rate, PDF - Medium | Realistic, based on best estimates X
child from Anaconda study This study
used 250 mucron sieved so1l, was
probably more representative of
Western soils and populations, and
used a greater proportion of the
data
Soil ingestion rate, PDF - Low Rough estimate of variability based
adult on two pilot studies with small
sample sizes
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Yy

Impact on

Confidence RME Percentile
Exposure Pathways R
ating for Professional Judgment
and Vanables PDF 1t_sh | sh | gh_joh
Y%i1le %ile %ile

Thickness of Pomnt estimate | Realisttc  Set at 15 cm, site- X
contaminated zone specific data indicates that 90% of

Pu-239 and Am-241 1s within this

thickness
Soil mixing layer Point esttimate | Conservative Set at 15 cm, equal X

to the thickness of the contaminated

zone, maximzing the availability of

contaminated matenal for

resuspension
Overall Impact on Probabihstic RSAL’ 1 9 7

"High uncertainty would support a more conservative RSAL (1 e , lower percentile, i the 1% to 5 %ile category)

whereas low uncertainty would support a less conservative RSAL (1 ¢ , hugher percentile, in the 5% — 10® %le

category) The 5™ percentile 1s the starting pomnt for determiming the RSAL from a probabilistic assessment
The sum of the X’s 1 each category gives an indication of the overall impact of uncertainty on the choice of the
RME percentile, assuming equal weightmg/relevance of each category presented
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Table 7-8 Wildhife Refuge Worker scenario RSALSs (relevant to all radionuclhides) ~ the mmpact of

confidence ratings on the percentile of the RME range (10™ to 1% percentiles) that represents the RSAL

Impact on
Exposure Pathways Confidence RME Percentile
Rating for Professional Judgment
and Variables PDF 15— 5% 55 58 _ 1M
Youle | %ile Yoile
All Exposure Pathways
Indoor time fraction Point estumate | Realistic  Assumes that half of the X
work day will be spent indoors
Outdoor time fraction | Point estimate | Realistic Assumes that half of the X
work day will be spent outdoors
Exposure time Point estimate | Realistic Assumes an 8 hour work X
day
Exposure duration PDF - Medium | Conservative Dastribution fit to X
mean and SD reported from U S
Fish and Wildlife survey of
biological workers (n=80)
Truncated normal distribution
biases the mean higher by 2 years to
9 and the SD lower by 1 5 years to
56
Exposure frequency PDF - Medium | Realistic U S Fish and Wildlife X
survey (n=33) yields similar
estimates of CTE and RME as
national data from Bureau of Labor
Statistics
Soil Ingestion
Soil ingestion rate, PDF - Low Rough estimate of variability based X
adult on two pilot studies with small
sample sizes
External Exposure
Gamma shielding Pomt estimate | Conservative EPA default (So:/ X
factor Screening Guidance for
Radionuchides User’s Guide, U S
EPA, 2001)
Thickness of Point estimate | Realistic Set at 15 cm, site- X
contaminated zone specific data indicates that 90% of
Pu-239 and Am-241 1s within this
thickness
Soil mixing layer Point estimate | Conservative Set at 15 cm, equal X
to the thickness of the contaminated
zone, maximizing the availability of
contaminated material for
resuspension
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Impact on

Exposure Pathways Confidence RME P 1
Rating for Professional Judgment ercentile
and Variables PDF TR 56 [ 5B _ 100
Y%ile Y%ile %tle

Density of Pomt estimate | Conservative Setat 1 7 g/em’, X
contaminated zone site-specific average for Rocky

Flats alluvium that largely includes

data from sampling depths greater

than 15 cm The more dense the

so1l, the more activity per volume

of so1l and the greater the potential

dose due to external urradiation At

the same time, as soil becomes

more dense the attenuation of

external radiation from below the

surface mcreases
Inhalation
Average annual wind | Point estimate | Realistic Site-specific data X
speed
Inhalation rate, adult PDF - Medium | Realistic Minute volumes were not X

measured directly, however, a site-

specific activity pattern data were

mcorporated
Mass loading for PDF - Medium | Conservative Probability of prairie X
mhalation fire conservatively incorporated,

using projected prescribed burn

frequency and site-specific mass

loading measurements from the

site-specific wind tunnel studies
Indoor dust inhalation | Pomnt estimate | Conservative Set at 0 7 to account X
shielding factor for windows being open during the

warm months This value exceeds

EPA default of 0 4
Depth of so1l mixing Point estimate | Conservative Set at 15 cm, equal X
Layer to the thickness of the contaminated

zone, maximizing the availability of

contammated material for

resuspension
Thickness of Pomnt estimate | Realistic Set at 15 cm, site- X
contaminated zone specific data indicates that 90% of

Pu-239 and Am-241 1s within this

thickness
Overall Impact on Probabihstic RSAL? 1 11 4

"High uncertainty would support a more conservative RSAL (1 ¢, lower percentile, m the 1% to 5™ %ile category)

whereas low uncertainty would support a less conservative RSAL (1 ¢, higher percentile, in the 5% _ 10" %ile

category) The 5™ percentile 1s the starting pomnt for determiming the RSAL from a probabilistic assessment
*The sum of the X’s 1n each category gives an indication of the overall impact of uncertainty on the choice of the
RME percentile, assuming equal weighting/relevance of each category presented
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Figure 7-1 Relative importance of exposure vanables based on contributions to vanability (Spearman
Rank correlation coefficients) and uncertainty (confidence ratings) for Am-241 and Pu-239

Age-group specific variables are given by “child” or “adult” ED = exposure duration, EF = exposure frequency,
ML = mass loading, IRs = so1l ingestion rate, CRf = consumption rate of fruit, CRv = consumption rate of
vegetables, CRg = consumption rate of grain, IRa = mhalation rate}
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APPENDIX A
JUSTIFICATION AND SUPPORTING DOCUMENTATION FOR THE INPUT VARIABLES

This appendix documents the rationale for the selection of values that were used n performing
Residual Radioactivity Model (RESRAD) and Environmental Protection Agency (EPA)
Standard nisk model runs for the 2002 radionuclide so1l action level (RSAL) determinations

The RSALs for the rural resident and wildlife refuge worker were estimated using both a
probabilistic and a point estimate approach All probabilistic risk simulations were run with
10,000 1terations using Crystal Ball® version 5 1 (Decisioneering, 1986)The RSALSs for the
office worker and open space user were estimated using only a point estimate approach A
probabilistic assessment was not performed for these two exposure scenarios because they are
not expected to have a significant impact on the risk decision-making process for this site  Since
the development of a probabilistic assessment can be very time and resource intensive, the
working group made a decision to focus their efforts on developing the probabilistic assessments
for the Rural Residential and Wildhife Refuge Worker scenarios

Al EXPOSURE VARIABLES FOR THE RURAL RESIDENT SCENARIO
Table A-1 Vanables described by a probability distribution in the Rural Resident scenario

e Soil Ingestion Rate e Exposure Duration

e Plant Ingestion Rate, Homegrown e Mass Loading Factor

e Inhalation Rate ¢ Soil-to-Plant Transfer Factor

e Exposure Frequency

Al SOIL INGESTION RATE FOR ADULTS (AGES 7+ YEARS)

The so1l ingestion rate vanable represents the average daily mass of so1l or dust that enters the
human gastrointestinal tract For adults, so1l ingestion 1s thought to reflect a combination of
direct ingestion from matenals placed in the mouth (e g , hands, food, cigarettes) or indirectly via
inhalation when larger particles are transferred from the upper respiratory tract to the mouth (via
mucociliary transport) and ingested

It 1s generally accepted that daily activities patterns may be an important factor affecting
mgestion rates EPA Risk Assessment Guidance (U S EPA, 1991a) differentiates between soil
and dust contact intensive activities, i which adults are in heavy contact with soils and dusts on
a regular basis (e g , construction worker), and non-contact intensive activities such as the typical
homeowner, office worker, or professional However, very little data are available from which
to quantify soil ingestion rates among adults for either category of activities Therefore, the
estimate for so1l mngestion rate discussed below 1s considered to be equally applicable for each of
the residential/occupational land use scenarios considered 1n the Rocky Flats risk assessment
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Al.1.1 PROBABILITY DISTRIBUTION FOR THE ADULT RURAL RESIDENT
Thas report recommends the following probability distribution for use 1n Standard Risk equations
that are based on EPA’s Risk Assessment Guidance (U S EPA, 1989) 1 order to characterize
interindividual vanability 1n adult so1l ingestion rate

IRs_adult ~ Uniform (0, 130) mg/day

The umiform distribution is defined by two parameters

e mmmmum 0 mg/day
e maximum 130 mg/day

For the RESRAD model, the same distribution can be used by converting the umts from
(mg/day) to (g/yr)

e mmimum 0 mg/day x 0 001 g/mg x 365 day/yr =0 g/yr
e maximum 130 mg/day x 0 001 g/mg x 365 day/yr = 47 45 g/yr

Therefore, applying the same assumptions as the Standard Risk equations, the equivalent
distribution for the adult rural resident for use in RESRAD 1s

IRs_adult ~ Uniform (0, 47.45) g/yr
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Figure A-1 Probability density function and cumulative distribution function views of the uniform
distribution for adult so1l ingestion rate (mg/day)
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A.1.1.2 JUSTIFICATION FOR APULT SOIL INGESTION INPUT VARIABLE

The imited data available on so1l ingestion rates mn adults poses a challenge when attempting to
develop a probability distribution that characterizes interindividual variability The following
discussion provides highlights of the available empirical data, and an overview of the reasoning
used 1n developing the recommended distribution

Empirical data on adult so1l ingestion rates are available from two studies (Calabrese et al , 1990,
Calabrese et al , 1997a), each conducted concurrently with a study of childhood so1l ingestion
rates The 1990 study was conducted in Amherst, MA, while the 1997 study was conducted n
Anaconda, MT The purpose of these pilot studies was to venify the tracer mass balance
methodology used in the child studies, rather than to investigate the amount of soil normally
mgested by adults Nevertheless, as indicated by the authors, it does offer an estimate of the
amount of soil ingested by the adult subjects in the study over a period of several consecutive
days for each of three or four weeks With the mass balance methodology, soil ingestion 1s
estimated by subtracting the quantity of trace element 1n food and so1l capsules from the total
amount excreted in feces For both studies, the so1l capsules administered to subjects contamned
different amounts of so1l obtained from the same soil library, ongmally collected from locations
in Amherst, MA

A more detailed summary of the best tracer methodology used to estimate soil ingestion rates 1s
given 1 the discussion on the probability distribution developed to characterize soil ingestion
rates 1n children 1n this Appendix A Stanek and Calabrese (1995a) recommend estimating a
distribution of so1l ingestion rates from this type of study based on the median of the best tracers
for each subject week On the basis of percent recoveries, the four best tracers were determined
to be aluminum, silicon, yttrium, and zirconium for the 1990 study, and the same set plus
titanium for the 1997 study Results of the 1990 study reported by week and tracer are given mn
Table A-2

Table A-2 Calabrese et al , 1990 (Table 7, p 93) study results by week and tracer element based on
median Amherst soil concentrations Statistics are the mean/median ingestion rates among n = 6 subjects

Study Soil Ingestion (mg/day) by Tracer [mean/median}
Week
Al S Y Zr
1 110/ 60 30/31 63/44 134/124
2 98 /85 14/15 21/35 58/ 65
3 28/ 66 -23/-27 67/60 -74/-144

The data may also be grouped by individual and tracer element, and averaged across all three
weeks, as shown 1n Table A-3 Corresponding estimates for each of the six individuals are given
in Figure A-2
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Table A-3. Calabrese et al, 1990 (Table 8, p 94) study results by individual and tracer element based on

median Amberst soil concentrations [for n =3 weeks] Also see Figure A-2

Subject Soil Ingestion (mg/day) by Tracer Arithmetic | Median of
Statistics Mean of 4 Tracers
Al Si Y Zr 4 Tracers
minumum 1 7 27 17 19 22
maximum 173 99 111 216 133 117
mean 77 5 53 33 63 55
median 57 1 65 -4 54 36
standard deviation 65 55 51 141 42 39

IStatistics include negative estimates, which are an indication of the measurement error associated with mass

balance fecal tracer studies, 3/6 estimates were negative for S1 and Zr while 1/6 was negative for Y, as shown in

Figure A-2

Calabrese et al (1990)

-200

40 -- - 9-¢  medan
All Tracers <\“_“- A----A arthmetic mean
----------- " --u®-- -8 - -8 Zr
A A AsMma Y
O QO® - O Si
ﬁ> X © o © Al
| -1|00 6 | 160 | 260 | 300

Solil Ingestion Rate (mg/day)

Figure A-2 Calabrese et al (1990) results for four best tracers showing three week average estimates for

each of n = 6 individuals Summary statistics (median, AM) across trace elements are also shown
Summary statistics across individuals are given 1n Table A-3

For the three weeks of data (Table A-2), the minimum, non-negative average soil ingestion rate
(1 e, averaged across all six subjects) 1s given by Si1 (14 mg/day), while the maximum 1s given by

Zr (134 mg/day) For the six subjects (Table A-3), the mimmimum, non-negative average soil
mgestion rate (1 ¢ , averaged across all three weeks) 1s given by Al (1 mg/day), while the
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maximum is given by Zr (216 mg/day) If the estimates are further averaged across individuals
(including negative estimates), the mean so1l ingestion rate ranges from 5 to 33 mg/day, while
the median ranges from -4 to 65 mg/day

A more informative metric of interindividual variability may be to combine the trace element
concentrations by individual As shown 1n Figure A-2, the AM and median so1l ingestion
estimates for n = 6 subjects ranges from 19 to 133 mg/day and 22 to 117 mg/day, respectively

Calabrese et al (1997a) provide a second set of pilot study data for comparison to the Calabrese
etal (1990) data This study was conducted with n = 10 subjects over a four week period using
capsules with the same soil as the 1990 study (Ambherst), but a different geographic location for
incidental so1l ingestion (Anaconda) The authors focus on uncertainties associated with particle
s1ze, highly vanable food/soil transfer factors across trace elements for a subject-day, and
distinction between soil and dust ingestion

Data were presented 1n a shghtly different format than the 1990 study, making direct
compansons difficult In the 1997 study, selected statistics of the average daily non-capsule so1l
ngestion among 10 adults are given by study week (1 to 4), rather than by subject and week
Data were limited to 5 of 8 trace elements (Al, S1, T1, Y, and Zr) for which concentrations were
found to be homogeneous across different particle sizes Results of the 1997 study by week and
tracer are given 1 Table A-4 Table A-5 and Figure A-3 provide additional summary statistics
for Week 1, when no so1l capsule was administered

Table A-4 Calabrese et al (1997a) (Table 4, p 251) study results by week and tracer element based on
median Ambherst so1l concentrations Statistics are the mean/median among n = 10 subjects for each
week

Study Seil Ingestion (mg/day) by Tracer [mean/median]
Week'
Al S1 T Y Zr
1 12/5 -20/-24 100 /126 187/ -40 -11/-25
2 20/ 14 -7/-3 708 /358 219/69 -31/-43
3 22/38 31/-1 1013/ 251 414/ 159 9/-37
4 -115/-93 -127/7-108 132/19 84 /197 -350/-342
"Mass of so1l admmmstered 1n capsules week 1 0 mg/day, week 2 20 mg/day, week 3 100 mg/day,
week 4 500 mg/day
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Table A-5. Calabrese et al (1997a) (Table 4, p 251) study results by tracer
element for week one [no soil capsule] Also see Figure A-3

Subject Soil Ingestion (mg/day) by Tracer
Statistics
Al S1 T Y Zr
Minimum -21 -59 -1969 -376 -81
‘ Maximum 67 64 1240 2059 133
Mean 12 -20 100 187 -11
Median 5 -24 126 -40 -25
Standard dev 31 37 876 707 57
Calabrese et al. (1997)
- - L 2 Zr
+2059
| - | Y
-1969 . +1240
| - A Ti 1
00;--0 Si
OT) < Al
-500 -300 -100 100 300 500
Soil Ingestion Rate (mg/day)

Table A-5
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Figure A-3 Calabrese et al (1997a) results for five best tracers showing (min, median, max) of
average estimates for n = 10 mndividuals during week one Summary statistics are given 1n
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Table A-6 Calabrese et al (1997a) (Table 9, p 255) study results for 10 adults
overall (Anaconda) and for four weeks, using trace elements Al, 81, T1, Y, and Zr
with the lowest food/soil ratto on any given subject-day Also see Figure A-4

Soil Ingestion (mg/day) by Best Tracer

Statistics Med4' | Best! | 2nd | 3rd 4th

minimum -400 -452 -410 -835 753
maximum 620 1177 2473 | 1039 6353
mean 6 136 99 -8 189
standard dev 165 308 561 314 1074
5™ %ile -189 -144 -318 -443 -398
25" %ile -55 31 -46 -102 -73
50™ %ile -11 21 -5 -11 -9
75" %ile 34 305 43 55 62
95™ %le 331 797 1362 654 1317

"Median so1l ingestion rate among the four best trace elements on each subject-day
?Frequency of best tracers for 40 subject-weeks Al (42%), S1 (10%), T1 (25%), Y (20%), and Zr (3%)

Calabrese et al (1997)

U

Median of

'_—‘ T

Best 4 Tracers

Single Best Tracer

]
1
]
i
I
l
i (A, SI, Ti, Y, or Zr)
1
1
i
3
I
]
|

]

T

T

-500 -300 -100 100 300 500 700 900 1100
Soll Ingestion Rate (mg/day)

Figure A-4 Calabrese et al (1997a) results for median of four best trace elements and
the single best trace element on each subject-day Box and whisker plots represent

distributions for interindividual variability based on 10 subjects with soil ingestion rates
averaged over four weeks Summary statistics are given 1n Table A-6
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The 1997 study also presents selected statistics for the distribution of soil ingestion rates using
different combinations of trace elements for any given subject day Table A-6 and Figure A-4
provide the results for the median of the best trace elements and the single best trace element on
each subject-day

An uncertainty associated with both studies 1s the calculation of negative mgestion rates on many
subject-days Negative ingestion rates occur due to complexities 1n the tracer mass balance
methodology, such as the assumed transit time 1n the GI tract and the non-so1l sources of tracer
elements For the 1990 study, the trace element with the most vanable results (given by the
reported SD 1n Table A-3) 1s Zr (SD = 141 mg/day), while the least vanable 1s S1

(SD =55 mg/day) The distribution of ingestion rates by individual 1s more clearly shown n
Figure A-2 For the 1997 study (Figure A-3), the most vaniable soil ingestion estimates during
week one are given by Tt (SD = 876), while the least variable 1s Al (SD =31) The authors
conclude that the broad range in estimates for different trace elements implies that a simple
average estimate (over all trace elements) provides little mnsight into adult so1l ingestion since
estimates based on different trace elements for the same adults and time periods are so highly
variable (Calabrese et al , 1997) An alternative approach based on the “best” trace element for
any given day still yields a negative ingestion rate for nearly half of the study weeks

Basis for Umform (0, 130) Distribution — Based on the small sample sizes and the prevalence
of negative ingestion rates, no attempt was made to evaluate a variety of probability distributions
for exther study The range of plausible ingestion rates for adults varies depending on which
trace elements are examimned The 1990 study suggests that ingestion rates averaged over a three-
week period may vary from a mimimum of less than 1 mg/day (truncating negative values to 0) to
a maximum of 216 mg/day (for Zr) When results for individual trace elements are combined by
calculating a simple/arithmetic mean or median for each subject, the plausible range across
subjects 1s approxmmately 20 to 130 g/day

The 1997 study suggests that interindividual vanabihty may be even greater than that of the
1990 study When trace element results are combined by calculating the median of the four best
tracers on any subject-day, the plausible range 1s [- 400 mg/day to + 620 mg/day], with 5™ and
95™ percentiles [-189 mg/day, 331 mg/day] For individual trace element results (e g , best
tracer for each of 40 subject-weeks), the frequency of selection of trace elements ranged from a
high of 42% of subject-weeks for Al to a low of 3% for Zr T1(25%), Y (20%), and S1(10%)
give itermediate contributions If the most vanable of the trace elements are excluded from the
analysis (Y and Th), the results of the individual trace element concentrations suggest a plausible
range that 1s more similar to the 1990 study For example, the maximum values for Al, S1, and
Zr are 67, 64, and 133 mg/day, respectively

One of the limrtations 1n empirical data such as so1l ingestion rate data 1s that measurements over
a short time period (1 e , weeks) are used to estimates long-term average behavior Typically,
mterindividual vanability measured over a period of days or weeks will overestimate variability
over an one-year period or longer This 1s because most individuals will tend to experience a
wide range of conditions over a long time period (e g, years), and very high (or low) estimates
measured during one week are likely to be offset by different exposures the next This process 1s
sometimes referred to as “averaging towards the mean”, and presents a major challenge 1n
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applymng short-term survey data to risk assessments A reasonable assumption 1s that the
plausible range of soi1l ingestion rates offered by these two studies 1s more extreme (1 €,
conservative) than may be necessary

Conversely, the fact that the sample sizes are small suggests that there 1s a good chance that the
true range of soil ingestion rates among the population has not been measured The ntent 1n
using a uniform distribution to describe intermdividual vanability 1s not to represent the range
(mmimum and maximum) of ingestion rates 1n a statistical sense (1 e , the mndividuals with the
extreme lowest and highest ingestion rates) Rather, the goal 1s to characterize a range of long-
term average mgestion rates that includes the RME individual

A range of 0 to 130 mg/day was selected based on professional judgment Since negative
ingestion rates are reasonable results given the uncertainty in the mass balance methodology, but
unreasonable as inputs to an exposure model, 0 mg/day was selected as the plausible mmimum
value The maximum of 130 mg/day 1s greater than 80% of the individual trace element results
for the 1990 study, and approximately equal to the maximum value when trace element results
are averaged for each individual Similarly, the maximum of 130 mg/day 1s greater than
approximately 80% of the results in the 1997 study based on the “median of four best tracers”
approach, and 1s equal to or greater than three of five single tracer results for Al, S1, and Zr For
the remaining two trace elements, T1 and Y, the standard deviations are very high (876 and

707 g/day, respectively) The low frequency of selection of these tracers as “best” tracer
elements for the 40 subject weeks (see Table A-6, footnote 2) suggests that this high variabihity
has more to do with measurement error than with inherently high mterindividual vanability m
so1l mngestion

Given a plausible range, but no further information regarding the shape or spread of the
distribution (e g , mean, SD), a uniform distribution was selected A umiform distribution assigns
equal probability to any value within the range, rather than weighting certain values by ascribing
a nonuniform shape This can be contrasted with a normal or lognormal distribution, for which
values at the tails of the distribution are much less likely than those nearer to the mean or

median For example, 1f a lognormal distribution was selected with a mean of 57 mg/day and SD
of 65 mg/day (loosely based on results for aluminum 1n the 1990 study), an ingestion rate of

100 mg/day would be the 86™ percentile of the distribution (1 ¢ , less than 15% of values are
expected to be greater than 100), whereas with the uniform distnibution, nearly one-fourth (25%)
of the values are expected to be greater than 100 mg/day In general, compared with a uniform
distribution, the use of an untruncated lognormal distribution can be expected to yield lower
values 1 the central, or mid-percentiles of the distribution, and higher values 1n the upper tail of
the umform distribution Figure A-5 clearly 1illustrates this concept In this example, the two
distributions mntersect at approximately the 90™ percentile, yielding higher so1l ingestion rates
with a lognormal distribution beyond this pomnt Until the data accommodate a more rigorous
evaluation of the shape of the distribution, uncertainty associated with the use of a unmiform
distribution will remain unresolved

Why Use a Probability Distribution Instead of a Point Estmate? — The use of a probability

distribution nstead of a point estimate when data are limited 1s a judgment call that requires
consideration of two key factors (1) the objectives of the Monte Carlo modeling approach, and
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(2) the representativeness, quantity, and quality of the available data For this analysis, the
ultimate goal 1s to use quantitative information on variability in exposure to help inform the risk
management decisions at Rocky Flats An important component of a Monte Carlo simulation 1s
the sensitrvity analysis, which can help to focus the mterpretation of the risk distributions on the
key variables Varables that are represented by point estimates are essentially excluded from the
sensitivity analysis because they do not contribute to vanability in the risk estimates Secondly,
while the empirical data are sparse, 1t 1s reasonable to assume that the two studies were
appropriately conducted and that the subjects are representative surrogates for a larger population
of adults In other words, the main deficiency 1s that there are too few measurements to evaluate
additional distributions with any confidence The selection of a uniform distribution reflects a
balance between the available data, and the information that can be provided for the risk
management decision by allowing the adult so1l ingestion rate to contribute to the overall
sensitivity analysis In addition, the parameters selected for the uniform distribution (min, max),
while largely based on judgment, were informed by the available data and do reflect an effort to
yield higher so1l ingestion rates 1n the risk model than would otherwise have been obtained with
selections of other probability distributions

Lognormal (57, 65)

Uniform (0, 130)

Figure A-5 Comparison of the Uniform (0, 130) and the Lognormal (57, 65) distribution based on the
Calabrese et al (1990) results for Al Higher soil ingestion rates are approximately 90% more likely with
the use of a uniform distribution (in this example) The umform 1s truncated at the maximum value of
130 mg/day, whereas the lognormal 1s untruncated at the high-end and will yield ingestion rates greater
than 130 mg/day approximately 8% of the time
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Table A-7 Confidence ratings for soil ingestion rate for adults (IRs_adult)

Considerations Rationale r Rating
Study Elements
o Level of peer Relevant analyses on data from two study populations are High
review given in the peer review hiterature
e Accessibility Papers are available from peer review journals One study 1s | High
evaluated in the Exposure Factors Handbook (U S EPA,
1997)
e Reproducibihity Methodology 1s presented in hterature but not always at the Medium
level of the individual subject-day-trace element level
Therefore, the summary results cannot be reproduced from the
orniginal data
e Focus on factor Studies are designed as pilot studies to validate the mass Medium
of interest balance tracer methodology applied to children, adult subjects
were fed capsules of so1l, and trace element from capsule and
food were subtracted from total excreted to yield estimates of
incidental so1l/dust ingestion
e Representativeness| Adults ages 22 to 45 years, both male and female, including Low
of study population | relevant geographic location (West) Small sample sizes
(n = 6, n = 10) and study duration (four weeks or less) plus
uncertainty mn activities and hobbies during study period
e Prnimary data Analyses are based on pnimary data, with emphasis on High
two studies (n = 6 and n = 10)
e Currency Studies conducted within the past 15 years High
e Adequacy of data | Data collected over seven consecutive days mn September Medum
collection period Difficult to assess 1f conditions duning period reflected a peak
pertod of exposure to sotl Not adequate for estimating long-
term average behavior because study penod was short and did
not mclude multiple time points Insufficient data to generate
reliable estimates of day-to-day variability
e Vahdity of Fecal tracer mass balance techmque 1s generally considered to { Medium
approach be the most reliable techmque, despite difficulties
validation Uncertainties include lmgh mter-trace element
variability and low precision of recovery for certamn subject
days, possibly due to absorption of trace elements and
varability 1n GI transit times within subjects and between
subjects Best tracer methodology was developed to 1dentify
trace element(s) on each subject-day that had the lowest
food/soul ratio
e Study size See representativeness above Low
e Characterization | Use of uniform distribution reflects high uncertainty in Low
of vanability intermdividual variability due to small sample size and
mconsistent results by trace elements No attempt was made
to quantify intraindividual vanability in order to derive a
distribution relevant to long-term average
Appendix A 149 9/30/2002




Considerations Rationale Rating

e Lack of bias n Use of soil capsules ensures a higher quantity of trace Low
study design (hugh | elements excreted, but numerous days yielded negative mass
rating 1s desirable) | balance results, especially for the study with n = 10 for which

nearly 50% of subject-days had negative estimates

¢ Measurement Potential for maccurate mass balance calculation due to Low
error absorption of trace elements and variability in GI transit times
See bias discussion above
Other Elements
e Number of Two studies using same methodology on populations 1n Medium
studies different geographic areas
e Agreement General agreement that studies are best available Not much Medium
between debate yet on selection of probability distributions to
researchers charactenze vanability
Overall Confidence | Primary data but small sample sizes Repeat measurements Low
Rating over three to four week period, although no attempt to
quantify mtra-individual variabihity Uncertainty in mass
balance methodology given the number of days of negative
igestion rate estimates
A.l.2 SoIL INGESTION RATE IN CHILDREN (AGES 0 TO 6 YEARS)

A review of the hiterature on soil ingestion rates was conducted in order to develop a probability
distribution function for use in Monte Carlo stmulations The probability density function 1s
intended to characterize interindividual vanability 1n long-term average soil ingestion rates
among children The following discussion explains the general fecal tracer study methodology
used to indirectly assess ingestion rates The most relevant empirical data are summanzed, and
justification for the most applicable distribution for Rocky Flats 1s offered

Extrapolation from Short-term to Long-term Average Ingestion Rate — While the goal 1s to
characterize interindividual vanabihity in ingestion rates over long time periods (e g , years), the
study designs capture short penods (e g , days) Dafferent approaches can be used to extrapolate
from the short-term data to a long-term estimate of vanability The simplest approach 1s to
assume that the vanability measured over a period of days 1s representative of the variability
over a period of years This 1s a common assumption 1n risk assessment, and 1s presumed to be
protective of the exposed population because 1t will tend to overestimate variability in long-term
average ingestion rate The degree to which 1t may overestimate 1s unquantifiable without
additional empirical data over longer time periods (e g , repeated sampling of the same study
population) An alternative approach that has been applied to estimates of soil ingestion rates 1n
children 1s to use the mformation available on intraindividual variability over a short time period
(e g, 8 days) to extrapolate to estimates of intraindividual variability over a one-year period By
repeating this process for the entire study population, an estimate of interindividual variability 1n
one-year average mgestion rates 1s obtained The results of this statistical approach, along with
the relevant studies that describe the statistical analysis of available data, are presented below as
the basis for the probability distribution developed for the assessment at Rocky Flats
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A.1.2.1 PROBABILITY DISTRIBUTION
The following probability distribution was developed for use 1n probabilistic nisk calculations
IRs_child ~ Truncated Lognormal (47.5, 112, 0, 1,000) mg/day

The truncated lognormal distribution 1s defined by four parameters

e anthmetic mean 475 mg/day
e standard deviation 112 mg/day
*  mimmum 0 mg/day
®  maximum 1,000 mg/day

For the RESRAD model, the same distribution can be used by converting the units from
(mg/day) to (g/yr)

e mean 475 mg/day x 0001 g/mg x 365 day/yr= 17 34 g/yr
e standard dev 112 mg/day x 0 001 g/mg x 365 day/yr= 40 88 g/yr
e  mimmum 0 mg/day x 0 001 g/mg x 365 day/yr = 0g/yr
e maximum 1,000 mg/day x 0 001 g/mg x 365 day/yr= 365 g/yr

Therefore, applying the same assumptions as the Standard Risk equations, the equivalent
distribution for the child rural resident for use in RESRAD 1s

IRs_child ~ Truncated Lognormal (17.34, 40.88, 0, 365) g/yr

The basis for the probability distribution 1s presented 1n the sections that follow By applying an
upper truncation limit to the lognormal distribution, both the central tendency and the variance of
the distribution will be reduced when the distribution 1s used 1n a Monte Carlo simulation A
comparison of summary statistics for the lognormal and truncated lognormal 1s given 1n

Table A-8 By imposing a relatively high upper truncation limit of one gram per day

(1,000 mg/day, which 1s equivalent to the 99 8" percentile of the lognormal distribution), the
“effective” mean and standard deviation (SD) of this distribution are reduced by 6% and 28 6%,
respectively (see Figure A-6 below, which shows % change 1n SD as a function of truncation)
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Table A-8 Comparison of summary statistics for the lognormal distribution
for so1l mgestion rate for children when an upper truncation hmat of 1,000

mg/day 1s used
Summary IRs_child (mg/day)
Statistic Untruncated | Truncated'
mean 475 446
Stand Dev 1120 799
Minimum 0 0
25" %le 74 74
50™ %ile 185 185
75" %ile 46 8 46 5
90™ %1le 107 5 106 1
95% %1le 1770 1729
96™ %le 204 6 198 9
99™ %1le 4507 4114
Maximum e} 1,000 0

' Mean and standard deviation are exact solutions, percentiles are estimated by Monte
Carlo simulation using 10,000 1terations and Latin Hypercube sampling
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Figure A-6 Effect of upper truncation limit on the standard
deviation of the lognormal distribution for soi1l ingestion rate for
children
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AM =475
anthmetic SD = 112

' mean 95th %ile = 177
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GSD=39 |
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95th %ile = 177
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Figure A-7 Probability density function and cumulative distribution function views of the probability
distribution for child soil ingestion rate (mg/day) Parameter values given in text boxes correspond to the
untruncated lognormal probability distribution
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A1.2.2 UNCERTAINTIES IN THE PROBABILITY DISTRIBUTION

There are multiple sources of uncertainty associated with the probability density function
developed to characterize interindividual variability in childhood soil ingestion rates Stanek et
al (2001) gives a comprehensive summary of potential biasing factors

Determining trace element concentrations 1n non-sotl sources,
Estimating gastromntestinal transit ime from food to fecal samples,
Implementing exclusion criteria to remove unrehable daily estimates for certain tracer
elements,

e Inconsistency among tracer elements 1n daily estimates,
Assuming that intra-individual variability 1s characterized by a lognormal distribution,
and that all individuals exhibit the same intra-individual vanabihity, and

e Selecting a maximum value for truncating the probability density function that
characterizes inter-individual variabihity

Selection of a Single Data Set — Multiple studies have been conducted on different study
populations, including Anaconda, Amherst, and Washington State As discussed above, the
Anaconda study 1s considered to be more representative of the variability 1n so1l ingestion rates
among children that may be exposed m a residential scenario at Rocky Flats It may be tempting
to combine the data sets 1n order to increase the sample size and capture the “heterogeneity”
among subpopulations of children 1n different locations Given the number of differences n
study design, data analysis, and population characternistics, 1t 1s not approprate to combine the
data for purposes of characterizing variability in so1l ingestion rates The different data sets do
provide a measure of uncertainty, and it might be of mnterest to develop separate probability
density functions for each data set This level of quantitative uncertainty analysis 1s beyond the
scope of this appendix

Uncertainty Due to Model Time Step — A model time step 1s essentially an averaging time—it
refers to the time period represented by a random value selected from a probability distrtbution

For most Monte Carlo models, a single random value 1s selected to represent a long-term average

value For example, for a single iteration of the model (representing a hypothetical child), a
random value may be selected from the empirical distribution function in order to represent the
average daily ingestion rate over seven years This 1s a simphifymng assumption given the lack of
longitudinal data on ingestion rates among individuals An alternative would be to represent the
seven-year average value by selecting seven random year values, essentially simulating an
individual’s exposures over time In general, distributions based on estimates of short-term
surveys will tend to overestimate the vanability in long-term average values Until repeat
measures are used to estimate ingestion rates among a population, intraindividual vanability will
remain an unquantifiable source of uncertainty

The mmportance of the model time step assumption can be explored Explicit model time steps
can be employed to simulate an indtvidual’s exposures over time For example, Stanek (1996)
applies an annual time step because he assumes that the empirical distribution described above
represents mterindividual vanability over a one-year period (1 e , a single random sample from
this distribution represents the average IR, for an individual for the year) According to the
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central limit theorem, the SD of the sample distribution 1s inversely proportional to the square
root of n Thus, decreasing the time step from one year to one month would increase the number
of random samples needed to estimate the average annual ingestion rate, and effectively reduce
the SD of the distnbution by a factor of approxmmately 3 5 (Goodrum et al , 1996) The effect
that changing the model time step has on the distribution of IR, 1s summarized in Figure A-8

Several alternative approaches to simulating intraindividual variability could be explored, but
were not m this analysis For example, the method suggested by Stanek (1996) could be used to
dernive the response error vanance of the best subject-day estimates of IRsoq given by the Daily
Estimate Method The resulting empirical distribution could be considered a measure of both the
latent distribution and short-term variability in IRsoy  The model time step could then be used to
explore the effect of uncertainty 1n extrapolating distnibutions over different time ntervals
Another approach would be to auto correlate random samples by constraimng the sample space
to a percentile range of the cumulative probability density function For example, 1f an
individual was assumed to have a high latent exposure (e g , more than 88 mg/day, the upper
quartile of the IR, probability density function), each consecutive random value could be
weighted to the upper quartile (1 e , greater than 75" percentile) of the distnbution This
approach would simulate both the underlying, latent distribution (1 € , relatively high IR.,), as
well as the stochastic, short-term vaniability 1n average ingestion rates for each consecutive time
step (1 e, between 88 and 7,000 mg/day)

100 - o :/"_ ——+F | — Annual
—e— Quarterly
—o— Monthly
& o075 1 —
% Statisic Annual Quart Monthly
a Mean 100 100 100
e ) StDev 440 250 120
A 030 Bth%le 10 36 53
.E 50th %ile 45 62 66
= 75th %le 88 91 83
E 025 / 90th %ile 186 124 150
5 “lostho%le 208 150 400
O / / Max 7000 2500 1330
1
000 . l ] r

0 50 100 150 200 250

Soil and Dust Ingestion Rate (mmg/day)

Figure A-8 Cumulative distributions of so1l and dust imngestion rates based on different model time steps
using Monte Carlo stmulations of n = 5,000 iterations and the Amherst cohort (Calabrese et al , 1989)
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The methodology and data analysis associated with the published estimates of child so1l
mgestion rates 1s complex An overview of the methodology 1s given below 1n order to highlight
the major assumptions and uncertainties associated with the development of the distribution

A1221 FECAL TRACER METHODOLOGY FOR ESTIMATING SOIL INGESTION RATE

Empincal estimates of soi1l ingestion rates (IRs.») 1 children have been made by backcalculating
the mass of so1l and/or dust a subject would need to ingest to achieve a tracer element mass
measured 1n collected excreta (1 e , feces and urine) (Calabrese et al , 1996) Equation 1 gives
the general expression for the trace element (“tracer”) mass balance

= [tracerl

n sol

[tracerl,u, - [tracerl

n nonsoil

where [tracer]ou 15 the average daily tracer mass (ug) measured 1n feces and urne,

[tracer}n, non-sou 18 the average daily tracer mass measured 1n non-soil ingesta (1 e , food, water,
toothpaste, and medicines), and [tracer],, son 1S the estimated average daily tracer mass n
mgested so1l  Dividing all terms by the measured tracer concentration 1n so1l (ug/g) yields an
estimate of the average daily soil ingestion rate, as given by Equation 2

[tracerLu, - [tracer]m nonsotl _ [tracer]m soil _ _
Tracerl,, = Tracerl,, - [soil]=IR,,
[sou [sout]

A1.222 EMPIRICAL DATA

Three seminal studies, briefly summarized below, used this mass-balance approach and were
considered appropnate for quantifying vaniability and uncertainty in IR,y Pathways for non-
soil/non-food 1ntake of tracers (e g , inhalation and dermal absorption) and excretion (e g , sweat
and hair) were not measured 1n these studies and are thought to be mimor components of the
overall tracer mass balance (Barnes, 1990)

Calabrese et al. (1989) — Eight trace elements (Al, Ba, Mn, Si, T1, V, Y, and Zr) were measured
1n a mass-balance study of 64 children ages one to four years over eight days (1 ¢ , four days per
week for two weeks) during late September and early October Participants represent a
nonrandom study population selected from day-care centers and volunteer families m an
academic community in Amherst, MA A single composite soil sample was collected from up to
three outdoor play areas 1dentified by parents as locations where subjects spent the most time
Similarly, indoor dust samples were vacuumed from floor surfaces that parents reported to be
common play areas during the study Each week, duplicate food samples were collected for
three consecutive days, and fecal samples (excluding diaper wipes and toilet paper) were
collected for four consecutive days for each subject A total of 128 subject-week estimates of
IRon were made Also, since food and fecal samples were collected on multiple days per
subject, a total of 439 subject-day estimates of IR, were also made (Stanek and Calabrese,
1995a) For each subject-week-day, a maximum of eight estimates of IR, were made, each
estimate corresponding to a unique trace element
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Davis et al. (1990) — Three trace elements (Al, S1, and T1) were measured 1n a mass-balance
study of 101 children ages 2 to 7 years over four consecutive days during the summer
Participants represent a random sample of the population 1n a three-city area of southeastern
Washington State A single composite soil sample was collected from outdoor play areas
1dentified by parents Indoor dust samples were collected by vacuuming floor surfaces of the
child’s bedroom, the living room, and the kitchen, as well as by sampling the household vacuum
cleaner Information on dietary habits and demographics was collected 1n an attempt to 1dentify
behavioral and demographic characteristics that influence soil ingestion Although duplicate
food and fecal samples (including diaper wipes and toilet paper) were collected on a daily basts,
samples for each individual were pooled to derive a one-week average estimate of IR,y A total
of 101 subject-week estimates of IR,y were made For each subject-week, a maximum of three
estimates of IR,y were made, each estimate corresponding to a unique trace element

Calabrese et al. (1997a) — Eight trace elements (Al, S1, T1, Ce, Nd, La, Y, and Zr) were
measured 1n a mass-balance study of 64 chuldren ages 1 to 3 years over seven consecutive days
during September Participants were selected from a stratified simple random sample of
approximately 200 households from six geographic areas 1n and around Anaconda, MT A
single composite so1l sample was collected from up to three outdoor play areas identified by
parents as locations where subjects spent the most time Similarly, indoor dust samples were
vacuumed from floor surfaces that parents reported to be common play areas during the study
Duplicate food and fecal tracer element samples were collected for 448 and 339 subject-days,
respectively A total of 64 subject-week estimates of IR, were made, subject-day estimates of
IR o1 have recently been published (Stanek and Calabrese, 1999, 2000, Stanek et al , 2001a)
Three trace elements (Ce, La, and Nd) were not used to estimate IR;,; because soil
concentrations of these elements were found to vary by particle size (Calabrese et al , 1996) For
each subject-week, a maximum of five estimates of IR;,; were made, each estimate
corresponding to a unique trace element Final soil ingestion estimates are based on soil particle
size less than 250 um (as opposed to 2,000 pm)
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Table A-9. Confidence ratings for soil ingestion rate for children (IRs_child) for Rural Resident

scenario
Considerations Rationale Rating
Study Elements
o Level of peer Relevant analyses on data from two study populations are High
review gwven n the peer review literature
e Accessibility Papers are available from peer review journals and are High
evaluated in Exposure Factors Handbook (U S EPA,
1997)
e Reproducibility Methodology 1s presented 1n literature but without origmal Medum
survey data so results cannot be reproduced
e Focus on factor of | Studies are designed to quantify incidental ingestion of soil by | High
mterest children, including so1l transported mndoors (dust)
e Representativeness | Key study represents children of relevant ages (1 to 3 years), Medium
of study population | both male and female, including relevant geographic location
(West) Diafficult to assess representativeness of race and
soci0-economics, and potential bias (underestimation)
mtroduced by selection of population near a smelter site who
may have altered exposure patterns 1n response to educational
outreach
e Primary data Analyses are based on primary data High
e Currency Studies conducted within the past 10 years High
e Adequacy of data | Data collected over seven consecutive days in September Medium
collection period Dafficult to assess 1f conditions during period reflected a peak
penod of exposure to so1l Not adequate for estimating long-
term average behavior because study period was short and did
not include multiple time pomnts Insufficient data to generate
rehiable estimates of day-to-day variability
e Validity of Fecal tracer mass balance technique 1s generally considered to | Medium
approach be the most reliable technique, despite difficulties in
validation Uncertainties include high mnter-trace element
vanability and low precision of recovery for certain subject
days, possibly due to absorption of trace elements and
variability 1n GI transit times between subjects and within
subjects
e Study size Both the number of subjects and duration of study period Medum
affect the quantity of subject-days of data Sixty-four chuldren
were studied 1n two key studies, ranging from 5 to 8 days
¢ Characterization of | High uncertainty mn use of lognormal distribution to Low
variability charactenze intra-individual vanability in order to extrapolate
to long-term average ingestion rates Method does not
account for potential correlation between mean and SD on an
mdividual child basts (all children are assumed to exhibat the
same short-term vanability Lognormal distribution fit to
reported percentiles 1s adequate, but uncertainty 1n upper
truncation himat (1,000 mg/day)
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Considerations Rationale Rating
e Lack of bitas in Key study population 1s from relevant geographic location, but | Medium
study design (mgh | potential bias from selection of population near a smelter site
rating 1s desirable) | So1l was sieved to yield a more representative size fraction of
soil for exposure Exclusion critena remove daily estimates
for selected trace elements thought to be unreliable, but cutoff
18 subjective
e Measurement error | Potential for maccurate mass balance calculation due to Medium
absorption of trace elements and vanability in GI transit times
Other Elements
e Number of studies | Two key studies using same methodology on populations in Medium
different geographic areas
e Agreement General agreement that studies are the best available Not Medium
between researchers | much discussion yet on selection of probability distributions to
characterize vanability
Overall Confidence Vanability over one week period may overestimate vanability | Medium
Ratimg extrapolated to one year Uncertainty 1n mass balance
methodology, and assumption associated with selection of
probability distribution type and parameters Recent, pnmary
data from representative population, and moderate sample
size
A123 INTERPRETATION OF INTER-TRACER VARIABILITY IN SOIL INGESTION

Trace elements were selected for estimating soil ingestion 1n these mass-balance studies because
they are natural constituents of sotl, present in relatively low concentrations m food, poorly
absorbed 1n the GI tract, and not inhaled 1n appreciable amounts (Barnes, 1990) Theoretically,
each trace element should yield the same estimate of daily soil ingestion using Equation 2
However, the following sources of measurement error are attributed to the high inter-tracer
vartability and low precision of recovery observed for many subject-days 1n each study

e High element concentration 1n food, yielding a high food-to-so1l (F/S) ratio (Calabrese
and Stanek, 1991),

e Vanability mn food transit times between subjects and between subject-days for a given
child resulting 1n input/output misalignment errors, and lower precision of recovery for
elements with higher F/S ratios (Stanek and Calabrese, 1995b), and

e Incomplete collection of both mputs (e g , additional non-soil sources of tracer) and
outputs (e g, fecal samples on diaper wipes and toilet paper, urine samples for elements
with low fecal-to-urine ratios)

The adult validation study by Calabrese et al (1989, 1990) demonstrated that negative so1l
mgestion estimates occur more frequently for trace elements with high F/S ratios At a low dose
of so1l (100 mg/day), 7 of 48 (15%) subject-days displayed negative IR, whle at a high soil dose
(500 mg/day), no subjects displayed negative IR The adult study by Calabrese et al (1997a),
which used a shightly different set of trace elements, demonstrated a sufficiently high recovery
for most elements to quantify ingestion rates 1in the range 20 to 500 mg/day These results may
also apply to children, keeping 1n mind potential differences 1n the following areas among
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different age groups GI transit times, absorption efficiencies, F/S ratio, and vanability i daily
tracer ingestion (Calabrese and Stanek, 1991) For the studies with children, negative IR
estimates were observed on 12 to 44% of subject-days (depending on the trace element) by
Calabrese et al (1989), 12 to 32% by Davis et al (1990), and approximately 55% (preliminary
assessment of Al and S1) by Calabrese et al (1997a) Given that high inter-tracer vanability mn
subject-day estimates of IR,y 1s a function of both tracer-specific properties and mput/output
errors, 1t 1s unlikely that a reliable estimate of IR,y for all subject-days can be derived from any
single trace element This 1s confirmed by the differences 1n estimates of ingestion rates among
different tracers For example, tracer-specific estimates of median IR, 1n the Calabrese et al
(1989) study range by an order of magnitude (1€, 9 to 96 mg/day) The following two
methodologies have been developed to identify the set of trace elements that 1s likely to provide
the most reliable estimate of IR,

Best Tracer Method (BTM) — Each subject-week estimate of IR, 1s based on the trace
element(s) with the best (1 e , lowest) F/S ratios for that week (Stanek and Calabrese, 1995b)
Thus approach reduces the effect of transit time errors (1 € , poor temporal correspondence
between food and fecal samples) Potential bias from other sources of error for specific tracers
may be reduced by estimating the median of multiple tracers with low F/S ratios for a subject-
week Stanek and Calabrese (1995a) recommend estimating the distribution of IR, based on
the median of the four best tracers for each subject-week Using this approach, data from the
Calabrese et al (1989) and Davis et al (1990) studies were combined to yield 229 subject-week
estimates of IR, representing 165 children between the ages of 0 and 6

Daily Estimate Method — A single estimate of IR, 1s made for each tracer-subject-day for each
child (Stanek and Calabrese, 1995a, 2000) A maximum of eight such estimates (one per tracer)
was determined for each of 64 children 1n the Calabrese et al (1989) study This approach
establishes a set of criteria to identify tracer-subject-day estimates that may be unreliable for
each subject-week, based on the relative standard deviation (RSD) given by Equation 3

A = max(SO,de[l 5—0351n(d,)])

5,=|d, —d|
RSD, =2t
3

H

where d, 1s the median IRy for the i* day of a given subject-week, d, 1s the IRy, for the J"’
tracer on the /" day of a given subject-week, A, 1s the maximum of either 50 mg/day or a function
of d,, and §, 1s the absolute value of the difference between a single tracer element and the
median among the group of tracers on a given day Stanek and Calabrese (1995a) limited the
maximum value of A, to 50 mg/day to reduce any bias associated with low median estimates of
IR, If, for a given d,, 3, more than A,, then RSD less than 1 0 and element ; 1s 1dentified as an
outlier estimate of IR,; The median of the remaining tracers for each subject-day was
considered the best estimate of IR

The Daily Estimate Method attempts to correct for positive and negative mass-balance errors at
the level of the subject-day This approach reduces the effect of transit time errors by directly
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linking the passage of food and fecal samples for each daily estimate Like the BTM approach, 1t
reduces tracer-specific source errors by calculating the median of multiple tracer estimates An
advantage of this approach over BTM 1s that 1t also allows for an estimate of mtraindividual
(within subject) vanability in IR, After applying the RSD exclusion critena to the Calabrese
et al (1989) Amherst data, daily estimates of IR, (based on the median of tracer-specific
estimates) were available for at least four days for all subjects, and at least six days for 94% of
the subjects (Stanek and Calabrese, 1995a) Assuming each subject’s daily IR, 1s lognormally
distributed, subject-specific parameters for lognormal probability density functions were defined
based on the mean and variance of the 4 to 8 daily IR, values Each lognormal probability
density function was then used to define daily ingestion rates over a 365-day peniod The use of
a lognormal distribution (instead of other night-skewed distribution) 1s an acknowledged source
of uncertamty that was not explored further due to the limited number of days of data for each
individual (Stanek and Calabrese, 1995a) A similar approach could not be applied to the Davis
et al (1990) data because daily estimates of IR, were combined to define subject-weeks This
approach was also applied to the Calabrese et al (1997a) Anaconda data (Stanek and Calabrese,
2000) as summarized i Table A-10 mn Section 12 5

Al24 EVALUATION OF SHORT-TERM AND LONG-TERM EMPIRICAL DISTRIBUTION
FUNCTION’S (EDF) FOR SOIL INGESTION RATE

As of 1994, estimates of childhood soil ingestion rates from short-term studies were assumed to
be representative of long-term rates U S EPA (1994 a, b) recommended a default central
tendency estimate (CTE) of IR,y = 135 mg/day for ages 12 months to less than 48 months based
on a review of mean tracer-specific estimates given by Binder, et al (1986), Clausing, et al
(1987), Calabrese et al (1989), and Davis et al (1990) Currently, only two of the mass balance
fecal tracer studies are suitable to estimate daily so1l ingestion rates needed to develop estimates
of long-term average rates (1) Amherst, MA (Calabrese et al , 1989, Stanek and Calabrese,
1995a) and (2) Anaconda, MA (Calabrese et al , 1997a, Stanek and Calabrese, 2000, Stanek et
al,2001a) Table A-10 summarizes the estimates of interindividual vanability in IR, denived
from the results of the three so1l ingestion studies with children that used a mass-balance
approach An empirical cumulative distribution function (ECDF) was developed from the
summary statistics derived by the Daily Estimate Method (1 e , Daily Mean, 1+) applied to both
the Amherst and Anaconda data These studies and the statistical approach were selected for the
following reasons

e The ingestion rates estimated by Calabrese et al (1989) generally have less uncertainty
related to input/output misalignment error than the estimates by Davis et al (1990) For
example, nearly 90% of the subject-weeks reported by Calabrese et al (1989) had at least
two trace elements with F/S ratios lower than the lowest F/S ratios reported 1n the Davis
etal (1990) study (Stanek and Calabrese, 1995b) In addition, although titantum (T1) has
relatively low F/S ratios 1n both studies, 1t displayed exceptionally mgh source error
(Calabrese and Stanek, 1995, Stanek et al ,2001) Consequently, T1, one of only three
tracers used 1n Davis et al (1990), may provide unreliable estimates of IR

e The Daily Estimate Method 1s preferred over BTM because (1) 1t identifies sources of
potential measurement error at the level of the subject-day rather than the subject-week,
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and (2) mtramndividual variability in IR, can be quantified and extrapolated over longer
time periods Both of the studies by Calabrese (1989, 1997a) data are amenable to this
method, whereas the Davis et al (1990) estimate of IR,y 15 for subject-weeks

Three key assumptions were made in developing a probability distribution from each of the
Calabrese data sets using the Daily Estimate Method

(D

@

Subject-day estimates of IR, are reasonable approximations of the combined mngestion
of outdoor so1l and indoor dust For simplicity, Stanek and Calabrese (1995a) based all
so1l ingestion estimates on trace element concentrations 1n soil, not dust Theoretically, 1f
concentrations 1n soil and dust were the same, this approach would correctly account for
mgestion from both sources Relative differences 1n average concentrations between
outdoor so1l and indoor dust for the Calabrese et al (1989) study range from 6 to 55% for
different trace elements (Stanek and Calabrese, 1992) Calabrese et al (1989) proposed
apportioning residual fecal tracers using a time-weighting approach, which assumes that
so1l ingestion 1s proportional to time spent 1n a particular location This 1s also a
simplistic approach since so1l and dust exposure may vary due to differences in hand-to-
mouth activity, weather, and degree of adult superviston For the data used to generate a
probability density function for Rocky Flats, no attempt was made to account for
potential differences between soil and dust ingestion rates

A reasonable upper bound for variability 1n the long-term average ingestion rate 1s

1,000 mg/day This assumption reflects an understanding of both mtraindividual and
interindividual ingestion rates There 1s considerable intraindividual vanability over a
one-year period with respect to the frequency and magmtude of so1l ingestion While
most children ingest relatively small amounts of so1l on most days, occasionally they will
ingest large quantities (1 ¢ , more than 1,000 mg/day) Therefore, while the annual
average IR, may be low for a given child, day-to-day variability may result in several
subject-days of high IR, per year This hypothesis 1s suggested by U S EPA (1994a)
and supported by soil ingestion studies by Calabrese et al (1989) and Wong (1988), as
summarized by Calabrese and Stanek (1993) In the Calabrese et al (1989) study, one
child ingested an estimated 20 to 25 grams of so1l on 2 of 8 days (Calabrese, et al , 1993)
A second child displayed more consistent but less striking soil pica in which high so1l
mngestion (1 to 3 g/day) was observed on 4 of 7 days (Calabrese et al , 1997b) Wong
observed soil pica (1 e , more than 1 0 g/day) in 9 of 84 individual subject-days (10 5%)
for Jamaican children ages 0 3 to 7 5 years, and at least 1 of 4 days for 5 of 24 (20 8%)
children of normal mental capability One mentally retarded child displayed consistently
extreme soil pica over the four days (48 3, 60 7, 51 4, and 3 8 g so1l)

Stanek and Calabrese (1995a) fit individual subject-day estimates from Calabrese et al
(1989) to lognormal distributions to estimate the number of days per year each child
mught be expected to ingest more than 1 0 g/day Model-based predictions suggest the
majonty (62%) of children will ingest more than 1 0 g so1l on 1 or 2 days/yr, while 42%
and 33% of children were estimated to ingest more than 5 and more than 10 g of soil on
1 or 2 days/yr, respectively
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(3)  The developmental period during which the frequency and magnitude of soil ingestion 1s
likely to be the greatest coincides with the period of peak hand-to-mouth activity (1 ¢,
ages 1 to 4 years) It should be noted that empirical data from the mass-balance studies
do not provide any evidence that children ages 1 to 4 years ingest more soil than other
age groups (Calabrese and Stanek, 1994)

For simplicity, 1t 1s assumed that random values selected from this distribution are independent
for each time step of exposure In other words, the latent distribution of individual ingestion
rates 1s assumed to be equal for all individuals 1n the population It is more plausible that
patterns of so1l ingestion rate for an individual are a combination of a latent distribution and
some measure of day-to-day vanability Several approaches may be used to simulate this type of
exposure pattern in a population Stanek (1996) combined a latent distribution and response
error distribution (for tracers Al, S1, Y) to define an empirical distribution, and then extrapolated
the empirical distribution over 365 days The same approach was employed for the Anaconda
data (Stanek and Calabrese, 2000), resulting 1n 75% lower values for the 365-day average than
for the daily values The resulting distributions are given in Table A-10 The response error
variance was calculated as the variance 1n subject-day estimates of In(IRs,,) divided by the
number of subject-day estimates for a given child The average response error variance among
all 64 Amberst subjects was 0 47, while the average number of subject-days per child was 6 1
Converting to an anti-logarithm estimate, the average standard deviation (SD) 1n daily soil
ingestion was approximately 66 mg/day

A simuilar approach was used to determine variance estimates for the Anaconda data (see

Table IV of Stanek and Calabrese, 2000) For purposes of comparison, day-to-day variance in
so1l ingestion from the Anaconda study (excluding titanium and Tukey far-out) was reported as
9,094 (SD = 95 mg/day), whereas day-to-day variance from the Ambherst study (including
aluminum, silicon, yttrium, zirconium) was 15,528 (SD = 124 mg/day) These expressions
provide the only quantitative measure of intraindividual variability in IRy

Extrapolating the empirical distribution over 365 days assumes that the response error variance
measured over a short-term period (1 e , subject-week) 1s the same as the variance over a long-
term period (1 € , 365 days) In addition, 1t assumes that the variance 1s independent of the
average daily IR for a given subject week The upper tail of the empirical distribution may be
underestimated 1f a positive correlation exists between the mean and variance of IR, for a given
subject-week This source of uncertainty could be explored for both Amherst and Anaconda
subject-day estimates, but was not for this analysis

A.l.2.5 FINAL SELECTION OF PROBABILITY DISTRIBUTION FOR SOIL INGESTION RATE

The Anaconda data (Calabrese et al , 1997a) are generally considered to be more representative
of the potentially exposed population of children at the Rocky Flats

. Study population 1s from the West (Montana),

. So1l was sieved at 250 um, a more representative size fraction for particle adherence to
hands, and also the size fraction with the least uncertainty 1n trace element
concentrations,
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. Exclusion critena for daily tracer estimates resulted 1n a much larger database of subject-
day estimates from which to develop statistical summanes Exclusion crteria apphed to
the Anaconda data eliminated estimates based on T1, and Tukey outher criteria excluded
18 of 2,984 element-subject days (1 € , 0 45%) compared with 31 9% that would have
been eliminated 1f the Amherst outher criteria had been apphied (Stanek and Calabrese,
2000) Outher cniteria applied to the Amherst study resulted in exclusion of 37 5% of the
data (Stanek and Calabrese, 2000)

It 1s unclear what factors are responsible for study-to-study differences 1n soil ingestion rates, as
was observed between the Amherst and Anaconda cohorts The empirical distribution function
1s a convenient distribution for characterizing the data sets given a relatively high portion of
negative values reported for ingestion rate  Non-negative continuous distnibutions fit to the
empirical distribution function, such as lognormal, gamma, and Weibull, generally yield poor
fits, as discussed by Schulz (2001) Alternatively, a series of mixed distributions or conditional
distributions could be developed to make use of parametric distributions such as the lognormal
for all non-negative values, these approaches are not presented 1n the literature

While the percentile data can be entered into a Monte Carlo analysis as an empirical distribution
function, a decision would still be needed regarding the mimnimum and maximmum values of the
distribution Since negative values cannot be employed 1n a risk assessment, a lower truncation
limat of 0 mg/day must be used, and could be assumed to define the mmimum This truncation
limut 1s extended to all of the percentile values corresponding to non-negative ingestion rates

For the Anaconda data, negative values were obtamed for the 25" percentile (IR, = -3 mg/day),
which carries through to the best inear unbiased predictor estimates as high as the 7™ percentile
(see Table A-10) (Stanek et al , 2001, Table 3) The empirical distribution function developed
by Stanek et al (2001) for the long-term average ingestton rates was employed n this analysis
(last column 1n Table A-10), and can be approximated by a lognormal distribution For purposes
of maximum likehihood estimates of the mean and SD of the lognormal distribution, a maximum
of 150 mg/day was applied (shightly greater than the 99" percentile value of 137 mg/day) The
choice of the maximum value for truncation can be an important source of uncertainty n risk
estimates 1f there 1s a high positive correlation between risk and IR, especially at the upper tail
of the nisk distribution (e g , greater than 90™ percentiles) The goodness-of-fit techmques are
also sensitive to the choice of maximum values on the empirical distribution function
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A lognormal distribution with an AM of 47 5 mg/day and SD of 112 mg/day was fit to the
percentile data using @Risk’s Best Fit software (version 3 1) A tabular and graphical summary
of the distribution 1s presented in Figure A-7 The reasonable maximum exposure (RME) point
estimate recommended for children (U S EPA, 1991a) of 200 mg/day 1s approximately the

96™ percentile of this distribution The lognormal distribution 1s bounded at 0 by definition, but
has an infinite nght tail  Given the importance of the soil ingestion rate variable 1n risk
assessment, 1t 1s prudent to 1mpose an upper truncation limat so that each iteration of the Monte
Carlo simulation yields plausible results The choice of an upper truncation limit 1s a
professional judgment that weighs the confidence in the empirical data, the skewness of the
probabulity distribution fit to the data, and a rule of thumb to avoid overly truncating the
distribution (1 e, select values that remove less than 1% of the distribution) For this analysis, an
upper truncation limit of 1,000 mg/day was chosen This value 1s the 99 8™ percentile of the
distribution, and therefore constrains only 0 2% of the values

A.l3 PLANT INGESTION RATE — VEGETABLE, FRUIT, AND GRAIN

For the Rural Resident land use scenario, one potential exposure pathway 1s the consumption of
plants grown 1n a famly garden Homegrown commodities constdered m this analysis include
vegetables, frut, and grain  The total amount of these foods ingested on an average day may be
thought of as the sum of the homegrown foods plus the foods purchased from the market The
1deal data set for estimating intermdividual vanability (between individuals) 1 average daily
mgestion rates among children and adults would include mnformation on factors described below
(see Table A-12) These factors may provide a benchmark for determining the
representativeness of ingestion rate data for purposes of a risk assessment for the Rural Resident
exposure scenario

The USDA Nationwide Food Consumption Survey (NFCS) 1s the largest publicly available
source of information on food consumption habits in the United States Data from the most
recent survey conducted mm 19871988, which included approximately 4,300 households and
10,000 individuals, have been summarnzed i Exposure Factors Handbook (U S EPA, 1997)
Respondents estimated intakes over a one-week period These data summanes were used to
develop probability distributions to characterize variability in average daily ingestion rates of
vegetables and fruits, as described 1n detail below
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Table A-11 Examples of information on vegetable, fruit, and grain ingestion rates that would provide
high confidence 1n the nisk estimates for the residential scenario

Item Information Importance for Risk Assessment

1 Fraction Risk assessments generally focus on exposures resulting from on site

homegrown contamination Foods grown on site are more relevant than foods
purchased from the market If fraction homegrown 1s not considered, rnisks
will generally be overestimated for most populations

2 Consumers The target population for the risk assessment 1s individuals who consume
only vegetables, fruit, and/or gram Indivaduals that do not consume these

commodities 1n general (or during the short study period of the survey)
would be 1ncluded n “per capita” estimates, which would be lower than
“consumer only” estimates Estimates for consumers only would be more
representative

3 Season- Dietary patterns may shift seasonally depending on the availabihity of
specific certain commodities, especially when the risk assessment focuses on
estimates homegrown (rather than store-bought) items Long-term estimates of

average daily ingestion rates would be biased 1f they did not account for
seasonal variability Seasonal ingestion rates are likely to vary by region
(see Item 5), depending on the climate, length of the growing season, and
availability of alternative foods from the same category (e g, fruit and
vegetables)

4 Short-term and | National Survey Data typically reflect dietary patterns over a short period of
long-term tume (e g , one-week), whereas a risk assessment generally focuses on long-
average daily | term exposures, especially for chronic health endpoints like cancer In the
rates absence of data providing estimates from a subpopulation over multiple

time mtervals, reasonable assumptions are needed to extrapolate to longer
time pertods

5 Region- Estimates based on a subset of the data representative of a region or county
specific can indirectly account for both environmental factors (e g , climate and soil
estimates type) and demographic factors (e g, race, ethnicity, economic status, and

degree of urbanization) Data grouped nto the West are most relevant to
sites 1 Colorado

6 Age-specific | For the Rocky Flats assessment, residents are assumed to begin exposures
estimates during childhood (less than seven years) and continue through adulthood

(more than seven years)

7 Relevant Some plants, such as leafy vegetables, may be a source of exposure either
subgroups of | due to uptake of radionuchides from soil or deposition of contaminated dusts
commodities | on the leafy surfaces By contrast, foliar deposition 1s not expected to

contribute to exposures for non-leafy vegetables (e g , carrots) Ingestion
rates that distinguish leafy from non-leafy vegetable consumption are
preferred 1n the nisk assessment
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The USDA Continuing Survey of Food Intakes by Individuals (CSFII), together with NFCS, 1s
the primary source of information on ingestion rates of grain products 1n the United States Data
from the 1989—-1991 CSFII survey, which 1s considered to be the key study for intake rates of
gram products (U S EPA, 1997), were used to develop probability distributions to characterize
vanability 1n average daily ingestion rates of total grain, as described below Respondents
estimated 1ntakes over a three-day period

Table A-12 summarizes the charactenistics of the available data on average daily ingestion rates
of vegetables, fruit, and grain based on the factors listed in Exposure Factors Handbook (U S
EPA, 1997, Table A-7) The summary data on vegetables and fruit contain many of the
characteristics relevant for application to risk assessment, with the exception of a distinction
between leafy and non-leafy vegetables (Item 7) Data on grain ingestion rates are also very
comprehensive, but do not provide any mformation regarding the homegrown fraction (Ttem 1)’
In addition, a general observation for all of the survey data 1s that there 1s uncertainty 1n applying
information based on short-term dietary patterns (1 € , days or weeks) to estimate long-term
ingestion rates (e g, years) among the U S population

Table A-12 Information on vegetable, fruit, and gram mgestion rates from Table A-7 that 1s reported by
the Exposure Factors Handbook (U S EPA, 1997)

Item Information Vegetable | Frut Gram

1 Fraction homegrown X X

Consumers only X X X

Season-specific estimates X X

Region-specific estimates X X X

Age-specific estimates X X X

2
3
4 | Short-term and long-term average daily rates
5
6
7

Portions of plant expected to have different
concentrations’

"Concentrations of elements 1n plants may vary depending on whether they grow above or below ground For
example, vegetables may be divided into leafy and non-leafy (1 e , root) categories

"Two basic approaches can be used to quantify exposures from homegrown commodities (1) Estimate the
total consumption rates of each food category and multiply this value by the estimated homegrown fractions of each
category, or (2) Use summary statistics for homegrown commodities The first approach was used for grain, in the
absence of summary data on homegrown grain ingestion The second approach was used to develop probabihity
distributions for vegetables and fruit
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Al1l3.1 PROBABILITY DISTRIBUTION FOR FRUIT, VEGETABLE AND GRAIN INTAKE
RATES

For this analysis, probability distributions were generated from the empirical distribution
functions reported in the Exposure Factors Handbook (U S EPA, 1997) For each data set, nine
percentile values were reported (ranging from 1* to 99™) as well as the mean and maximum In
addition, the mntake rates were normalized to body weight and expressed in umits of grams of
food per kilogram body weight per day (g/kg-day) Despite the large sample sizes of the national
surveys, the maximum 1ngestion rate reported from the survey may not represent a plausible
maximum ingestion rate for the population Table A-13 presents the data used 1n this analysis,
both on a g/kg-day basis and converted to g/day assuming 15 kg body weight for children and

70 kg body weight for adults

Table A-13 Empinical distributions of intake rates for vegetables, fruit, and grain as reported by the
Exposure Factors Handbook (U S EPA, 1997) in g/kg-day, and converted to kg/yr

Percentile Vegetables Frut Gram

of ECDF 1 . 1
Table kg/yr | kg/yr Table kg/yr | kg/yr | Table | kg/yr | kg/yr
13-33 child | adult 13-33 child | adult 12-1 child | adult

001} 180E-03 001 004 | 550E-04 000 001 00 00 00

005| 191E-02 010 0471 566E-02] 030 139 069 36 169

010| 383E-02 020 094 | g882E-02| 046 216 113 59 277

025| 1 14E-01 060 279 287E-01 151 703 192 101 470

050| 492E-01 258 1205| 688E-01] 361 1686 313 164 76 7

075| 146E+00 767 3577| 181E+00| 950 4435 503 264 1232

090} 299E+00| 1570 7326 475E+00| 2494 11638 798 419} 1955

095| 504E+00| 2646 12348 | 854E+00| 4484 | 20923| 1090 572 2671

099 | 891E+00]| 4678 | 21830 145E+01( 7613 35525 1950 1024| 4778

100 112E+01| 5880| 27440 184E+01| 9660 | 45080 | 2589| 1359| 6343

Unit conversion kg/yr = g/kg-day x average body weight x 0 001 kg/g x 350 day/yr, body weights for children and
adults were assumed to be 15 kg and 70 kg, respectively

'Exposure Factors Handbook (U S EPA, 1997)

Appendix A 169 9/30/2002



198
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Figure A-9 Comparison of empirical and lognormal cumulative distribution functions

for ingestion rates of vegetable, fruit and gramn by chuldren
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IR food ~ Lognormal (mean, SD) kg/yr

The lognormal distribution 1s defined by two parameters Values for childhood mgestion rate of
total vegetables are given below as an example

¢ arnthmetic mean
e standard deviation

10 57 kg/yr
50 00 kg/yr

For this analysis, truncation ltmits were not applied By defimition, the lognormal distribution 1s
bounded at the low-end at 0 (1 e , non-negative values), which 1s a reasonable lower limat for this
varnable

Emparical data can be used directly 1n a probabilistic nisk assessment by specifying an ECDF
Alternatively, the percentile values can be fit to a probability distribution Several continuous
distributions were evaluated for this analysis based on visual inspection and goodness-of-fit
statistics using @Rusk (Palisades Corp ) Although @Risk does provide goodness-of-fit
statistics, these should be mterpreted with caution given that goodness-of-fit techniques are
typically applied to raw data values rather than percentile data Nevertheless, the Chi-Square and
Kolmogorov-Smimnoff test statistics provide an additional metric for evaluating the relative fits
of the observed percentile data to F(x), the percentiles of the hypothesized distribution
Lognormal distributions provided an adequate fit for most of the summary data Results of
graphical analysis and maximum likelihood parameter estimates are given below Table A-14
summarizes the distributions and parameter estimates used n the risk assessment

Table A-14 Summary of parameter values for lognormal distnibutions used to characterize vanability 1n
vegetable, fruit, and grain ingestion rates

(99

Average Daily Ingestion Rates (kg/yr) by Plant and Age Group

Plant Child (<7 yrs) Adult (7+ yrs) Age-Adjusted’
Vegetable, total [10 57, 50] [50, 240] not used
Vegetable, leafy [157,745] [7 45,35 76] [6 3,28 6]
Vegetable, non-leafy [9 00, 42 55] [42 55, 204 24] [35 8, 163 6]
Fruit, total [122,37 3] [57, 174] not used
Grain, total [23 65, 26 4] [110, 123] not used
Non-leafy vegetable [21 4, 56 6] [100 7,268 3] [84 8,214 9]
+ fruit + grain

"Age-adjusted = (6/30) x IR for child + (24/30) x IR for adult, age-adjusted values are used in RESRAD simulations

only, and values are not needed for total vegetable, frut, or grain
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A.1.3.2 UNCERTAINTIES IN THE PROBABILITY DISTRIBUTION

The summary tables given 1n the Exposure Factors Handbook (U S EPA, 1997) reflect a
number of simplifying assumptions and statistical methods that may be important to understand
1n order to characterize the uncertainties associated with this exposure pathway These are
briefly described below

Per capita vs. Consumers only — Consumers are defined as members of a household who
reported consumption of the food item/group of interest during the survey period Per capita
estimates reflect the combmation of respondents who reported intakes during the study period
(1 e, consumers) and mdividuals who may consume a commodity n the future

Age-specific Estimates Based on Body Weight — Data are reported on a body weight-normalized
basts (grams of food per kg body weight per day) To convert to an intake rate (g/day) for the
nisk assessment, 1t 1s necessary to multiply values by body weight (kg) For the Rocky Flats risk
assessment, the target population 1s divided into two age groups—children and adults As
summarnized 1n the Exposure Factors Handbook (U S EPA, 1997), the average body weight for
children ages 6 months to 6 years 1s approximately 15 kg (U S EPA, 1997, Table 7-3) and adults
ages 18 to 75 years 1s approximately 70 kg (U S EPA, 1997, Table 7-2) These weights were
applied to the data to generate age-specific distributions According to the Exposure Factors
Handbook (U S EPA, 1997, pages 13-7 to 13-9), the average body weight of respondents
(children and adults combined) was approximately 60 kg If exposure duration of 30 years 1s
used 1n a nisk assessment, with six years representative of children and 24 years representative of
adults, the mean body weights used 1n this analysis match this result very closely

BW. = (6yrsx15kg) +(24yrs xT0kg)

30yrs

=59k
30yrs &

Extrapolation to long-term Estimates — The percentiles of the average daily intake were
converted from the short time imnterval of 3 to 7 days to a long-term average by averaging the
corresponding percentiles of each of four seasonal distributions for the same region (U S EPA,
1997, p 13-3) This approach reflects an assumption that each individual consumes at the same
regional percentile levels for each week of a season, and each season of the year For example,
an mdividual whose combmed mgestion rate of vegetable, fruit, and gram 1s the 90" percentile
for one week m the summer, would be assumed to also consume at the 90 percentile for all
other weeks during the year

Summation of Ingestion Rates by Individual — Several methods may be used to estimate the
average daily ingestion rates for multiple commodities (vegetable + fruit + grain) The preferred
method would account for potential correlations for a given individual in their dietary
preferences and choices of types of foods grown at home This correlation would be maintained
1f the summation were estimated at the level of the individual records from the survey data,
rather than pooling data from the entire sample for each commodity, and summing at the
population level In short, the average of the total ingestion rates reported by an individual 1s
more representative than the sum of the average ingestion rates reported for each commodity
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Since such data were not available from the Exposure Factors Handbook (U S EPA, 1997), the
total ingestion rate was calculated by summing the distributions for each commodity

Subpopulations for Vegetable and Fruit ingestion rate — Table 13-33 i the Exposure Factors
Handbook (U S EPA, 1997) was used to derive probability distributions for average daily
mgestion rates of total vegetables and fruit (1 € , seasonally adjusted, consumer only,
homegrown, West region, total vegetables, total fruit)

Subpopulations for Grain Ingestion Rate — Table 12-1 1n the Exposure Factors Handbook (U S
EPA, 1997) was used to derive a probability distribution for average daily gran ingestion rate
(per capita, West regton, total gramns including mixtures) Data could be selected by age group,
or by region for all ages combined, but there are no regional age-specific data For this analysis,
distributions are based on data by region (1 e , West) and average body weights for children and
adults are used to denive age-specific distributions It 1s unclear how variability 1n ingestion rates
among children compares with variability for adults

Homegrown Fraction for Grain — There are no data available on homegrown fraction of total
gran mgestion rate  The homegrown fraction would represent the family that harvests the grain
at home 1n order to prepare grain products such as flour for breads This fraction 1s expected to
be relatively low, as compared with homegrown fractions for vegetables (17% for gardeners,
31% for farmers) and fruit (10% for gardeners, 16% for farmers) (U S EPA, 1997) It was
assumed that only 1% of the population grows and prepares grain products at home

Seasonal Varuabiulity for Grains — Seasonal patterns are thought to be a minor source of
vanability mn grain consumption (U S EPA, 1997, p 12-1) because grains may be eaten on a
daily basis throughout the year Therefore, the distribution based on short-term data 1s
considered a reasonable approximation of the long-term distribution, although 1t wall display
somewhat increased vaniability (U S EPA, 1997)

Table A-15 Confidence ratings for homegrown vegetable, fruit, and grain ingestion rates (IR_veg,
IR_fruit, IR_grain) for the Rural Resident scenario

Considerations [ Rationale l Rating
Study Elements
e Level of peer review | USDA and EPA review of National Survey Data High
e  Accessibility Methods are described 1n detal 1n the Exposure Factors High
Handbook (U S EPA, 1997)
e Reproducibility Methodology 1s presented in the Exposure Factors Handbook | Medium

(U S EPA, 1997) but information on questionnaires and
interviews were not provided

e Focus on factor of Elements of studies are focused on factors of interest for High for
mterest vegetables and fruit includes fraction homegrown, consumers | vegetable
only, season-specific, region-specific, and age-specific and frut,

Uncertainties reflect extrapolation from short-term to long- Medum

term average and categorization of plant types i relation to for grain

soil-to-plant transfer factor Additional uncertainty for grain 1s
lack of data on homegrown fractton
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Considerations Rationale Rating
e Representativeness | See above Very representative for vegetable and fruit High for
of study population mgestion, but uncertainty in fraction homegrown for grain vegetable
Uncertainty 1 all data regarding long-term average dietary and fruit,
patterns Medium
for grain
e Prnimary data Analyses are based on primary data High
e Currency Vegetables and fruit USDA NFCS 1987-1988 High
Grain USDA CSFII 1989-1991 (Exposure Factors
Handbook, U S EPA, 1997)
» Adequacy of data Respondents estimated intakes over a three-day period Low
collection penod Statistical methods used to extrapolate to long-term averages
e Validity of approach | Individual intakes inferred from household consumption Medium
e Study size 10,000 mdividuals and 4,500 households nationwide High
e Charactenization of | EPA reported in the Exposure Factors Handbook (U S EPA, | Medwum
variability 1997) nine percentiles of the empirical distibution function,
which provided a reasonable visual fit with lognormal
distributions Parameters estimated with MLE methods,
yielded very high coefficient of vanation (~ 5) for vegetable
intake Uncertainty 1n upper bound—no truncation limit was
applied Uncertainty 1n treating distributions for vegetable,
fruit, and gramn as independent
e Lack of bias in study | Non-response bias cannot be ruled out due to low response Medium
design (high rating 1s | rate
desirable)
e Measurement error Uncertainty m respondents’ estimates of food weights Medium
Other Elements
¢ Number of studies One study of one survey period Low
e Agreement between | General agreement that data summanized by the Exposure High
researchers Factors Handbook (U S EPA, 1997) 1s reasonable for use 1n
nisk assessment
Overall Confidence Large sample size and very good representativeness for Medium
Rating vegetable and fruit, which comprise the majonty of the total
homegrown intake Uncertainty in response survey bias,
choice of probability distribution, independence of vegetable,
fruit, and gramn, and extrapolation to long-term average
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Al133 CONTAMINATED FRACTION, PLANT FOOD

It was assumed that 100% of the homegrown produce mgested was contaminated for both
RESRAD and Standard Risk equation modeling

Al4 SOIL-TO-PLANT TRANSFER FACTORS (TF) FOR PLUTONIUM AND
AMERICIUM

The nsk and dose calculations handle plant transfer factors somewhat differently The nisk
calculations sum the individual plant ingestion sub-pathways, so that different plant transfer
factors can be applied to each plant category (leafy vegetables, non-leafy vegetables and frusts,
and grains) RESRAD needs a single value as an mput for a soil-to-plant transfer factor

Dr Ward Whicker recommends basing root uptake values on results reported 1n a study at the
Savannah River Plant (Whicker, et al , 1999) measured 1n terms of weight of dry plants per
weight of dry so1l The root uptake factor for non-leafy vegetables will be applied to fruits and
gramns as well These recent data suggest that plutonium uptake 1nto plants 1s sigmficantly lower
than the default value used mn RESRAD The working group incorporated these more recent
plant transfer factors mto the RSAL calculations

Table A-16 Plant transfer in dry plant weight per dry so1l weight (derived from Whicker et al , 1999)

Plant Category Pu-239/240 Am-241
Leafy vegetables 235x10% 52510 ®
Non-leafy vegetables (average) "2 5x10™ 45x10%

The discrepancy with the later value provided by Whicker (Whicker, 2001) of 1 9x10* 1s due to a
difference 1n averaging approaches and results mn a slightly more conservative value

Conversion factors listed 1n Baes, et al , 1984, can be used to convert these values to wet plant
weight per dry so1l weight Wet plant weight 1s the form 1n which food consumption 1s reported
and 1s the form required as input to the nisk equations (the RESRAD code requires dry weight)
These dry to wet-weight conversion factors are based on actual measurements of the weight of
fresh plant tissue compared to the weight of dried plant tissue The Baes report listed an overall
average value of 0 428, which 1s weighted based on U S production during the 1980’s for each
plant This heavily weights the overall average m favor of grains such as wheat, barley and rice,
which are not common components of backyard gardens The working group also recognized
that production-based weighting may change with time Therefore, the working group developed
simple average values for each plant category, based on selected plants typically grown in
Colorado An anthmetic average of 17 conversion factors for root vegetables, fruits, corn and
peas 1s 0.16 and the average of converston factors for three grains 1s 0.89 The reported
converston factor for leafy vegetables 1s 0.07 Converted uptake values are listed 1n the
following table
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Table A-17 Plant transfer factors converted to wet plant weight per dry so1l weight

PLANT CATEGORY Pu-239/240 Am-241
Leafy vegetables 16x10% 37x10%
Non-leafy vegetables and fruts 40x10% 72x10™
Grams' 22x10% 40x10%

"The value for grams applies only to EPA Risk Assessment Methodology and 1s not required as a
RESRAD input

To develop radionuclhide-specific soil-to-plant transfer factors for RESRAD mput, the converted
transfer factors have been weighted by the homegrown proportions for each plant category
Based on data from Exposure Factors Handbook (U S EPA, 1997), dietary intake from leafy
vegetables 1s approximately 15% and from non-leafy vegetables and fruits 1s 85% Because data
are not available to distinguish the dietary proportion of grams, grains are not included 1n the
plant transfer factor equations A working group assumption 1s that homegrown grains make up
only 1% of the total gramn consumption, so excluding gramns will not significantly impact the
result

Radionuclide-Specific Plant Transfer Factors
Pu-239/240 => (1 6x10™)( 15) + (4 0x10%)(85) = 5 8x10%®
Am-241 => (3 7x10°)( 15) + (7 2x10™)( 85) = 1 2x10"®

These values compare with the current RESRAD default of 1 0x10™ for both Pu and Am

A.15 SOIL-TO-PLANT TRANSFER FACTORS FOR URANIUM (TF_V AND
TF_R)

Another vanable that 1s unique to the Rural Resident land use scenario 1s the so1l-to-plant (or
plant/so1l) concentration ratio The transfer factor term 1s used to estimate the concentration of a
contaminant that 1s expected 1n edible foods based on the concentration mn soi1l The hiterature
was reviewed to develop a transfer factor term for uranium (U-234, U-235, and U-238) The
1deal data set would characterize vaniability in transfer factor for each of the food categories
defined for the ingestion rate vanables (1 e , vegetable, fruit, and gramn) One transfer factor term
could be developed for leafy or exposed vegetable crops (TF_v) while a second could be
developed for root, reproductive or protected types of vegetable crops (TF_r) These estimates
could then be weighted according to the fraction of the homegrown diet comprised of each food

group

Numerous factors may contribute to variability in plant uptake, most notably soil characteristics
such as so1l type, pH, and moisture content, and plant types and plant parts (e g , leafy vegetables
vs root vegetables) In addition, available data may be reported 1n either wet weight units or dry
weight units  Since exposures via food ingestion are based on consumption of a mass of food
expressed in wet weight units, conversion factors may need to be applied to obtain wet weight
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values from dry weight values RESRAD and EPA’s Risk Assessment Guidance for Superfund
(RAGS) Standard Risk equations use different approaches to obtain an estimate of plant uptake
m wet-weight units  In RESRAD, mputs are expressed in wet-weight units, whereas 1n Standard
Risk equations, plant uptake values are expressed 1 dry-weight umits and multiphied by a dry-to-
wet weight conversion (DWC) factor

Table A-18 gives the probability distribution for all food groups that were derived from the

available hiterature A discussion of how the data from the literature were used to develop this
distribution 1s provided following Table A-18 and the accompanying graphics 1n Figure A-10

Table A-18 Probability distribution for plant/soil transfer factors for uranium

Wet
Lognormal Weight! Dry Weight? Factor (umitless)
Distribution Factor
Parameters’ | AllFood | Al Food Leafy | Frut,Root | .
Groups Groups Vegetables | Vegetables
AM 00019 00155 0 0206 00077 0 0068
SD 00029 00233 00209 00155 0 0046
95™ %le 0 0064 00512 00576 00278 00155
GM 00011 0 0085 00144 00034 0 0056
GSD 297 297 232 357 186
AM of In(x) - 68355 - 47633 -42392 -56727 -5 1876
SD of In(x) 10893 1 0893 0 8420 12712 06199

‘Wet weight umits for RESRAD model runs

*Dry weight units for Standard Risk equations See Figure A-10 for the lognormal probability density
function and cumulative distibution function for all food groups

Parameters arthmetic mean (AM), standard deviation (SD), geometric mean (GM), geometric standard
dewviation (GSD), percentile (%ule), natural logarithm of X (In (x))
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arithmetic

& Mean AM =0 0155
SD =0 0233

95th %ile = 0 0512
GM =0 0085
GSD =297

AM =0 0155
SD =00233
— anthmetic 95th %ile = 0 0512

mean GM = 0 0085
GSD =297

Figure A-10. Probability density function (PDF) and cumulative distribution function
(CDF) views of the probability distribution characterizing variability i soil-to-plant
uptake factors for uranium Parameters are given in dry weight units The AM (0 015)
highhghted 1n each graphic corresponds with approximately the 70 percentile of the
distribution  See Table A-18 for a conversion to wet-weight units
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Several key studies and secondary references given were evaluated (Atomic Energy of Canada
(AEC), 1988, Sheppard and Evenden, 1988, Sheppard and Evenden, 1989, CH2MHAill, 1988,
Mordvedt, 1994) An extensive literature review was not conducted, although some of the
primary lhiterature was reviewed to obtamn additional information to support the assumptions

The available empirical data suggest that numerous factors may mnteract in a complex manner to
control the availabihity of uranum n surface soil, and the uptake and translocation of uranium by
plants Transfer factor values given by AEC (1988) and Sheppard and Evenden (1988) reports
are presented below

Atomic Energy of Canada (AEC) Ltd. (1988) — This primary study gives transfer factor values
i both dry weight (Table A-19) and wet weight (Table A-20) umts for the following six crops
spmach, potato (peel and flesh), blueberry (stems, leaves), corn (grain, stover), wild rice (grain
and stem), and barley (grain, straw) As discussed below (transfer factor values by plant part),
data were excluded for the following three crops, which were determined to be mnedible for
humans corn stover, blueberry stems and leaves, and barley straw Wild rice stems were not
excluded because there are recipes for Asian soups that include rice stems

Data from AEC expressed in wet weight units were combmed with data from Sheppard and
Evenden (1988), converted to wet weight umits The data yield a total of 11 individual transfer
factor values for five crops Transfer factor values were combined by calculating the geometric
mean by crop type For example, two values for potato peel (wet weight 0 020 1n si1lt and

0 0077 1n sand) yield a combined wet weight transfer factor value for potato peel of 0 012
These summary statistics were then presented i both wet weight and dry weight units for use n
RESRAD and Standard Risk equations, respectively The methods used to DWC factors are
explained below

Table A-19. Transfer factor values for uranmum in umts dry plant/dry soil (AEC, 1988)

Plant Part clay silt sand | organic " Min Geomean Max
spinach 0033 000790 00079 0 023 0033
potato peel 0150 0 066 0 066 0099 0150

flesh 0019 0 002 0002 0 006 0019

corn grain <001 000036 0 00036 000036 0 00036
stover 00019 0012 00019 0005 0012

blueberry leaf 011 00028 00028 002 011
stem 0038] 00039 0 0039 0012 0038

wildrice  gran 0 00051 0 00051 0 00051 0 00051
stem 0017 0 00073 0 0007 0 004 0017

barley grain <003 00021 0 0021 0 0021 00021
straw 0012 0 066 0012 0 028 0 066

Min 00019] 00004f 00020] 000073 00004 00004 00004
Geomean 0 0091 00042} 00273] 000091 0 0028 00063 00132

Max 00330] 01500] 01100] 000790, 0 066 0 099 0 150

Source Atomic Energy of Canada, 1988, Table 6

'Each value summarnizes n = 3 (except for values in italhcs that are based on n = 1) but the summary statistic 1s not specified as the
arithmetic or geometric mean of n=3
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Table A-20 Transfer factor values for urantum in umts fresh (wet) plant/dry soil (AEC, 1988)

Plant Part clay silt sand | organic [ Min Geomean Max
'spinach 0 0063 0 00100 00010 00040 0 0063
potato peel 0020f 00077 00077 0012 0020

flesh 0 0035] 000035 0 00035 00011 0 0035

corn gran <001 0 000077 0000077] 0000077 O 000077
stover 0 00064 00035 0 00064 00015 00035

blueberry leaf 0 056 00014 00014 0009 0 056
stem 0018] 000053 0 00053 00031 0018

wild rice grain 0 00035 <006 0 00035 0 00035 000035
stem 00073 0 00073 0 00073 00041] 00073

barley grain <003 00015 00015 00015 00015
straw 00083 0 046 00083 0020 0046

Min 0 0006 000011 00004] 000053 0 0001 0 0001 00001

Geomean 00032 00042] 00072] 000091 0 0009 0 0022 0 0046

Max 00083 00460} 00560 000140 00083 0020 0 0560

Source Atomic Energy of Canada, 1988, Table 9
'Each value summanzes n= 3 (except for values in italics that are based on n = 1) but the summary statistic 1s not specified as the
anthmetic or geometnc mean of n=3

Sheppard and Evenden (1988) — This study 1s an extensive literature review of transfer factor
values for uranium and other radionuchides The authors report individual study data results in
an appendix Each transfer factor value (in dry weight units) represents the geometric mean
(GM) for a given study For some studies, additional summary statistics are provided, mncluding
the number of observations, the geometric standard deviation (GSD), transfer factor, and the
minimum and maximum values Given this choice of summary statistics, presumably the
authors suggest that a lognormal distribution 1s appropniate for characterizing variability in
transfer factor values within a given study These parameters, the GM and GSD, can be used to
calculate the corresponding 5 and 95" percentiles according to the following equation

TF, = GM xGSD™

where,
TF, = transfer factor corresponding to the p™ percentile
GM = geometric mean ratio
GSD = geometric standard deviation ratio
zZ, = z-score corresponding to the p™ percentile of the standard normal

distribution

The 5™ percentile of the standard normal distribution (1 € , Zo s) 18 approximately -1 645, while the
95™ percentile (zo o5) 1s approximately + 1 645 When the study results are screened based on the
criteria outlined 1n transfer factor Values by Plant part below (e g , remove studies 1n potted soils,
include only edible plants such as cereals, leafy and root vegetables, and fruits and berry crops),
approximately 25% (19 of 78) of the geometric mean transfer factor values (and other summary
statistics) remain, representing approximately 10 studies and 200 measurements (see Table A-21)
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For 11 of the 19 transfer factor values, so1l types were reported, 10 of the 11 values are from fine
(clay) souls, and 1 of 11 (a leafy vegetable transfer factor value) 1s from a coarse (sand) so1l

The last two studies summarized in Table A-21 reflect a combination of plant types There 1s
uncertainty in applying these transfer factor values to one of three categories relevant to intake
rates vegetables (v), fruit (b, for berry and fruit), or grain (c, for cereal)

For studies 1n which the GSD was not reported, a GSD for the same plant type (vegetable, fruit,
cereal/grain) was applied The GSD for each plant type was calculated as the AM of the GSDs
for crops categorized 1n that plant type The following are the average GSD values by plant type
vegetative (2 40), fruit (3 67), and grain (1 86) The approach contributes to the uncertainty in
the overall probability distribution calculated for each food class category In addition to using
average GSD values to replace “missing values” 1n the Sheppard and Evenden (1988) study, the
same set of GSD values was used to characterize lognormal distributions for the AEC (1988)
study Specifically, the GM values 1n Table A-21 were combined with the appropriate GSD
value to yield a probability distribution for each crop
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A.l151 SINGLE DISTRIBUTION APPLICABLE ACROSS MULTIPLE SOIL TYPES

Literature on transfer factor values suggests that soil type can play an important role in
determining the fraction of uranium that may be available for plant uptake (see Table A-22)
Transfer factor values for radionuclides are generally element-specific, but not 1sotope-specific
For uranum, transfer factor values can be considered equally applicable to U-234, U-235, and
U-238 The predominant chemical species of urantum 1n so1l 1s the uranyl 1o0n, uo*, (Sheppard
and Evenden, 1988) Thus, uranium will typically be more strongly bound (1 € , lower transfer
factor values) 1n soils with higher cation exchange capacity (1 ¢, clays and organic soils) Thus 1s
1n contrast to mineral soils, in which organic complexes and colloids can mcrease the mobility of
urantum (Sheppard and Evenden, 1988)

Table A-22 Factors that 1s likely to contribute to vanability 1n soil/plant transfer factor for uranium

Factor Effect on Plant/Soil Transfer Factor

Soil pH, carbonate High pH and low carbonate content tends to increase transfer factor,
content but effects will vary by plant

Soil phosphorus High phosphorus concentrations tend to decrease transfer factor
Organic matter Uranium mobihty 1s reduced in lgher organic matter soils,

resulting 1n lower plant uptake and lower transfer factor, values for
organic souls are 4 to 40 fold lower than mineral soils

Soil texture (clay, silt, | Urantum mobihty 1s reduced in finer textured souls (e g, clay),
sand) resulting 1n lower plant uptake and lower transfer factor

Chermcal form Predominant chemical species of uranium 1n soil 1s cationic,
specifically the uranyl 1on, UO* , transfer factor values are lower
1n soils with higher cation exchange capactty (e g , clay)

Uranium concentratton | Transfer factor values tend to decrease as concentrations n
substrate (so1l) increase, this may reflect, n part, the decreasing
fractions of bioavailable uranium 1n soil as total uramum ncreases
Transfer factor 1s really a direct measure of uranium available to the
plant, rather than total uranium 1n the so1l matrix

Plant type and part Root crops tend to have higher transfer factor values than leafy
vegetables or grains due to adsorption to cell walls, uncertainty
stems from numerous sources of variability among plant types
some plants can alter the microenvironment (e g , pH, Eh,
solubility) within the bulk soil by exuding specific enzymes and
chelates, metabolic byproducts and waste inorganic materials

The Rocky Flats workgroup concluded that soils at Rocky Flats are likely to be heterogeneous
In addition, rural residents may use soil amendments 1in gardens Griven that the Rural Resident
future land use scenario could presumably result in backyard gardens being planted 1n a varety
of so1l types, there 1s no basis to prefer one soil type to another when developing inputs for risk
assessment As a simphfying assumption, all of the available data on transfer factor values 1s
considered to be potentially representative of conditions at Rocky Flats
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Of the 19 transfer factor values given by the Sheppard and Evenden (1998) study (Table 5 in
study), 11 values are from fine so1l, one 1s from course so1l, and seven are unspecified Of the
11 transfer factor values given by the Atomic Energy of Canada (1988) report (Tables 2 and 3 1n
report), one 1s from clay, two are from organic, and seven are from silt/sand soils For the
combined dataset, 13 values are representative of fine/clay soils that tend to bind uranium, and
eight are from course/silt/sand soils for which uranium may be more readily available to plants
A reasonable diversity of soil types 1s represented by the available data

Al5.2 TRANSFER FACTOR VALUES FOR URANIUM

The available empirical data suggest that numerous factors may interact in a complex manner to
control the availability of uranium 1n surface soil, and the uptake and translocation of uranium by
plants Table A-22 summarizes some of the factors that are likely to contribute to vaniability 1n
transfer factor for uranium

When available data across all so1l types and plant types are pooled, transfer factor values for
uranium span several orders of magnmtude Since some of these data may not be representative
of potential environmental conditions and/or plants consumed by residents at Rocky Flats, 1t 15
important to establish criteria to screen the available data The following screening criteria were
applied

e Exclude transfer factor values based on uranium mine tailings,
Exclude studies with plants grown indoors (pots), subject to controlled environments
(1 e, artificial atmospheric and soil conditions),
Exclude hydroponic studies, and
Exclude studies on crops that are unlikely to be homegrown for human consumption
(e g, leaves, stems, straw) Ideally, plant samples should be collected as plants reach
the stage normally harvested for a food crop

Many of the studies that were excluded based on the above criteria had significantly higher

transfer factor values, so applying the excluston criteria tends to yield lower, but presumably
more representative values
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Table A-23 Relationship between crop groupings reported for intake rates, dry-to-wet weight
conversion (DWC) values, and transfer factor values for plant types/parts edible by humans

DWC DWC
Transfer Factor Value (Baes et al , 1984) (Wang, Biwer, and | Intake Rates
’ Yu, 1993)
Vegetative growth' (leaves, | Leafy vegetables Leafy vegetables Vegetables
stems, and straw)
Reproductive, Storage, Exposed produce Fruits Fruits
Growth? (fruits, seeds, and
tubers) Protected produce Root vegetables Vegetables
Grains Grains Grains

'B, term proposed by Baes et al , 1984
’B, term proposed by Baes et al , 1984

Since different crop groupings are used in the risk assessment, a strategy 1s needed to relate crop
groupings for intake rates, DWC factors, and transfer factor values Table A-23 summarizes the
strategy used to relate intake rates, DWC values, and transfer factor values for the risk
assessment For the intake rate estimates, food crops are grouped nto three categories

(1) vegetables, (2) fruits, and (3) grains These categornes are based primanily on dietary
considerations and national survey questtonnaires DWC factors are discussed 1n detail below
The methodology for calculating the final transfer factor values 1s also discussed below The
generic transfer factor values are based on the AM DWC value for each category

A.l15.3 DRY-TO-WET WEIGHT CONVERSION FACTORS

Transfer factor values are expressed mn different units in the literature, ncluding (1) pCv/g dry
plant per pCy/g dry so1l, (2) pCv/g fresh (wet) plant per pCv/g dry soil, and (3) pCv/g plant ash per
pCi/g dry so1l In nisk assessment, human consumption rates of vegetable, fruit, and gramn are
typically expressed m umts of kg of fresh (wet) weight of food item per unit time Therefore, for
literature values expressed on a dry-weight basis, an approach 1s needed to convert to units of
wet-weight RESRAD and Standard Risk equations use different approaches to obtain an
estimate of transfer factor in wet-weight units

e  RESRAD - mputs for transfer factor values are expressed directly in wet-weight
units

] Standard Risk Equations — mputs for transfer factor values are 1n dry-weight
units, and a DWC factor 1s used such that TFye = TFary x DWC

The application of conversion factors can introduce a source of uncertainty 1n transfer factor
values, especially 1f the conversion factors are calculated from a different plant type or plant part
than the reported data

Some studies provide sufficient data to express the crop-specific estimate of transfer factor in

either wet- or dry-weight units  For these literature values, a DWC factor may not be needed for
the Standard Risk equations For other hiterature values, a generic DWC term 1s needed that

Appendix A 185 9/30/2002




30

matches closely with the food category given by the ingestion rates  For this analysis, three
generic DWC values were estimated (1) DWC,.g — corresponds to the same crop groupings as
the B, term proposed by Baes et al (1984) for uptake 1n leaves, stems, and straws, but only for
crops that may be consumed by humans, (2) DWC, — corresponds to the same crop groupings as
the B, term proposed by Baes et al (1984) for uptake 1n reproductive and storage parts (fruits,
seeds, and tubers), and (3) DWCy,,, — for grain crops consumed by humans

Estimates for each DWC value were based on data summaries presented by three studies Baes et
al (1984), Wang, Biwer, and Yu (1993), and Atomic Energy of Canada, Ltd (1988)
Information on DWC given by each study 1s summarized below

Baes et al (1984) — Baes et al proposed four categortes of crops based on food and feed
production 1n the United States during the 1970’s (1) leafy vegetables, (2) exposed produce,
(3) protected produce, and (4) grams These crop groupings are shghtly different than those for
mtake rates (see above) Baes’ leafy vegetables category corresponds with the intake rate
Category 1 (vegetables), and Baes’ grain category corresponds with the intake rate Category 3
(grains) But, the “exposed produce” and “protected produce” categories both include a
combination of fruits and vegetables A procedure 1s needed to estimate both the DWC and
transfer factor values for fruits and vegetables on a crop-by-crop basis Table A-24 gives
examples of DWCs for crops grouped by Baes et al , into the non-leafy vegetable categories
Category 2 (exposed produce), Category 3 (protected produce), and Category 4 (grains) Baes et
al does not provide DWC factors for Category 1 (leafy vegetables) Other hiterature sources do
provide estimates

Wang, Biwer, and Yu (1993) — Table 2 of the DOE report, 4 Compilation of Radionuchide
Transfer Factors for the Plant, Meat, Milk, and Aquatic Food Pathways and the Suggested
Default Values for the RESRAD, presents DWC values 1n a modified grouping of foods
categories (1) leafy vegetables, (2) root vegetables, (3) fruits, (4) grains, (5) forage, and

(6) others It includes both the Baes et al (1984) data and NRC (1983) values Table A-25 1n
this appendix summarizes the DWCs relevant to the crops for human consumption Note that
Wang et al (1993) choose to categorize asparagus as a leafy vegetable, whereas Baes et al
mcluded 1t 1n the “exposed produce” category

Atomic Energy of Canada, Ltd. (AEC, 1988) — As presented above (Tables A-19 and A-20), this
primary study gives transfer factor values n both dry weight and wet weight units for the
following edible crops spinach, potato (peel and flesh), corn (grain), wild rice (grain and stem),
and barley grain Data were excluded for the following crops, which were determined to be
mnedible for humans corn stover, blueberry stems and leaves, and barley straw Wild rice stems
were not excluded because there are recipes for Asian soups that include rice stems The ratio of
wet/dry weight transfer factor values were calculated to estimate DWC (Table A-26)

The geometric mean (GM) DWC values for each category among all three studies are strikingly
consistent as shown 1n Table A-27
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TF Values — Baes et al. (1984) — Baes et al proposed two groupings for transfer factor values,
based more on physiologic plant characteristics than on dietary food categories (1) B, —
vegetative growth (leaves, stems, and straws), and (2) B, —nonvegetative growth (reproductive
and storage parts such as fruits, seeds, and tubers) According to Baes et al leafy vegetables are
the only group of food crops for which B, 1s the appropnate category of transfer factor values
Thus, B, 1s the appropnate category of transfer factor values for the other three food categories

Transfer factor Values — Wang, Biwer, and Yu (1993) — Table 3 of the DOE report suggests

that transfer factor values should be categonzed into two food classes for human consumption
Category k = 1, for root vegetables, fruits, and grain, and Category k = 2, for leafy vegetables
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Table A-24 DWC factors for selected food crops'

Crop Type DWC Crop Type DWC
Exposed Produce (weighted average = 0.126)
Apple 0159 Pear 0173
Asparagus 0070 Plums and Prunes 0540
Bush berries 0151 Sweet pepper 0074
Cherry 0170 Snap Bean 0111
Cucumber 0039 Squash 0082
Eggplant 0073 Strawberry 0101
Grape 0181 Tomato 0059
Peach 0131
Protected Produce (weighted average =0 222)

Crop Type DWC Crop Type DWC
Bean (dry) 0878 Peas 0257
Cantaloupe 0 060 Potato 0222
Carrot 0118 Sugar beet 0164
Grapefruit 0112 Sugarcane 0232
Lemon 0107 Sweet corn 0161
Onion 0125 Sweet potato 0315
Orange 0128 Tree nuts 0967
Peanut 0920 Watermelon 0079

Grains (weirghted average = 0.888)
Barley 0 889 Rye 0890
Corn (for meal) 0895 Soybean 0925
Oats 0917 Wheat 0875

'Source Baes etal, 1984, Table 23 To convert to wet weight, multiply the transfer factor
value (dry plant/dry soil) by the conversion factor TFye = TFqy x DWC
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Table A-25 Dry-to-wet weight conversion factors for selected food crops

Crop Type | Baes et al. AEC NRC Crop Type | Baesetal | AEC NRC
(1984)" (1988)° | (1983)" (1984)! | (1988)* | (1983)
Leafy Vegetables (average = 0.09)
Asparagus 0070 - 0083 | Spmach - 0172 0083
Cabbage - - 0077 | Broccoh - - 0110
Cauliflower - - 0083 Brussel -~ - 0147
sprout

Celery - - 0063 | Kale - - 0125

Lettuce - -~ 0050 Turnip - - 0100
green
Rhubarb - - 0053 - - - -
Root Vegetables and Fruit (average = 0.15)

Apple 0159 -- 0149 | Omon 0125 - 0116
Aprncot - - 0147 | Orange 0128 - 0141
Banana - - 0244 | Peach 0131 - 0109
Beet - - 0127 | Pear 0173 - 0167
Sugar beet 0164 - - Pepper 0074 - 0067
Blackberry - - 0156 | Pineapple -~ - 0 147
Blueberry - - 0167 | Plum 0 540 - 0189
Bush bermes - - 0151 | Potato 0222 0152 0222
Cantaloupe 0060 - - Pumpkin - - 0084
Carrot 0118 - 0118 I?Z‘;zfé 0315 - 0294
Cherry 0170 - 0196 | Radish - - 0 056
Sweet com 0 261 0214 - Raspberry - - 0175
Cucumber 0 039 - - Squash 0082 - 0 060
Eggplant 0073 - - Strawberry 0101 - 0101
Fig - - 0227 | Tomato 0059 - 0 067
Grape 0 181 - - Turnip - -~ 0085
Grapefruit 0112 - 0116 | Watermelon 0079 - -
Lemon 0107 - - Yam - - 0263
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Crop Type | Baesetal. AEC NRC Crop Type | Baesetal | AEC NRC
(1984)" (1988)* | (1983)" (1984)' | (1988)* | (1983)!
Grain (average = 0.87)

Barley 0 889 0714 - Rye - - 0 890
Corn (for 0895 - - Soybean - - 0925
meal)

Oats 0917 - - Wheat - - 0875
Rice - 0843 - - - - -

Other Crops (average =0 34)

Green bean - - 0100 |Pea 0257 - 0169
Lima bean - - 0322 | Peanut 0920 - 0169
Chestnut - - 0476 - - - -

TSource Baes et al , 1984, Table 2 3—values for non-leafy vegetables To convert to wet weight, multiply the
transfer factor value (dry plant/dry soil) by the conversion factor TF. = TFqy x DWC
2Source Atomic Energy of Canada, 1988, Table 9 DWC calculated from DWC = TFy/TFgy

Table A-26. Dry-to-wet weight conversion factors based on Atomic Energy of Canada (1988)
study, edible parts of plant only'

DWC Category Plant Part
m“ﬂ*ﬂm . ) atege
Leafy vegetable |spinach 0127 0172 0191 0172
Root vegetable, |potato, peel 0117 0125 0133 0152
Fruit potato, fresh 0175 0180 0184
Gramin corn, grain 0214 0214 0214 0654
wild rice, grain 0686 0 686 0 686
wild rice, stem 1000 1000 0429
barley, grain 0714 0714 0714

'Non-edible plant parts were excluded, including com stover, blueberry stems and leaves, and barley

straw GM = geometric mean Values are ratios (wet weight/dry weight) for each summary statistic, so
the magnitude of the ratio 1s not necessarily 1n order of min < GM <max Of greater relevance 1s the
mean of GM’s by category
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Table A-27 Cross references for geometric mean dry weight conversion factors (DWC)

Table
Study Reference DWC,,, DWC, 0 DWC,ain
Baes et al (1984) Table A-24 013 022 089
Wang, Biwer, and
Yu (1993) Table A-25 009 015 087
AEC (1988) Table A-26 017 015 065
Value used 1 this Analysis' 010 020 080

TApproximately the AM of the values given by each of the three studies

Al54 PROBABILITY DISTRIBUTION AND POINT ESTIMATES FOR TRANSFER FACTOR
TERM

The following key assumptions were made 1n developing the overall probability distributions
summarized in Table A-28

¢ Transfer factor values for each individual study can be characterized by a lognormal
distribution,

e Transfer factor values can be combined 1nto vegetative fractions and
reproductive/storage/growth fractions of plants, variability 1n these categores 1s also
characterized by a lognormal distribution, and

e A single, overall probability distribution can be developed based on the relative
contributions of vegetables, fruit, and grain to total homegrown food ingestion

The motivation for obtaining one final distribution to characterize the transfer factor term 1s to
provide a consistent approach m both the RESRAD and Standard Risk equations Otherwise, for
the Standard Risk equations, variability n transfer factor could be incorporated mto the analysis
by plant category

A total of 19 distinct lognormal probability distributions were developed from the Sheppard and
Evenden (1988) data, and an additional eight lognormal distributions were developed from the
AEC (1988) data using average GSD estimates from Sheppard and Evenden (1988) The
combined set of 27 probability distributions was divided 1nto one of three categories of intake
rates, as outlined 1n Table A-23 The final groupings of lognormal distributions for transfer
factors are given 1n Table A-28 Transfer factor 1s expressed in wet weight units
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Table A-28 Parameters of lognormal distributions for transfer factors (wet weight) compiled
by food category Final row gives the average of the (GM, GSD) statistics used to derive the
overall distribution

Leafy Vegetable (n=7) Fruit(n=19) Gram (n=10)
GM GSD GM GSD GM GSD
0 0008 165 0 0004 367 0 00608 149
0 0024 240 0 00005 367 00112 186
0 0006 332 0 0001 367 0 0008 223
0 0002 223 0 002 406 0 0008 186
0 0006 240 0 0006 386 000112 186
0 004 240 0 0004 6 05 0 00021 186
0 001 186 0 00126 148 0 0005 186
0 001 367 0 00035 186
0 000008 186 0004 186
0020 186

Arithmetic Means

000144 | 232 000069 | 357 | 000447 | 186

The final probability distributions given for each food category were weighted by the point
estimates derived for age-adjusted average annual intake rates of each homegrown food

Homegrown vegetables 42 1 kg/yr ( 46.3 %)
Homegrown fruit 48 0 kg/yr ( 52.7 %)
Homegrown grain 09kg/yr (_ 1.0 %)

Total 91 0 kg/yr (100 0 %)

Thus, applying the weighting factors for all food categories yields a probability distribution for
so1l-to-plant transfer factor for uranium as follows, defined by parameters (GM, GSD)

Wet weight  Lognormal (0 0011, 2 97)
Dry weight  Lognormal (0 0085, 2 97)

The dry weight parameters were calculated by dividing the GM transfer factor values 1n

Table A-28 by the corresponding DWC values given in Table A-27 These parameters can be
converted to the alternative expression for the lognormal distnibution using the arithmetic mean
(AM) and standard deviation (SD)

Wet weight  Lognormal (0 0019, 0 0029)
Dry weight  Lognormal (0 0155, 0 0233)

Finally, a third alternative expression for the lognormal distribution uses the AM and SD of the

log-transformed values
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Wet weight  Lognormal (- 6 8355, 1 0893)
Dry weight Lognormal (- 4 7633, 1 0893)

The nput for RESRAD would be the probability distribution corresponding to wet weight units
for the log-transformed values Lognormal (-6.8355, 1.0893) The point estimate 1s based on
the corresponding 95" percentile of this distribution, equal to 0 0063 The mput for the risk-
based approach would be the probability distribution corresponding to dry weight units with
parameters (AM, SD) Lognormal (0.0155, 0 0233) The pont estimate (95 percentile) 1s
equal to 0 0513

A.1.6 EXTERNAL GAMMA SHIELDING FACTOR

The External Gamma Shielding Factor 1s the ratio of the external gamma radiation level indoors
on site to the radiation level outdoors on site It 1s based on the fact that a bmilding provides
shielding against penetration of gamma radiation The previous Superfund Risk Assessment
guidance (U S EPA, 1991b) used a default value of 0 8 for the shielding factor for gamma
radiation to reflect shielding from building matenals A shielding factor of 0 8 imphes that an
mdividual would recerve 80% of the gamma dose available to someone outdoors This value
was based on empirical studies of the attenuation of natural background radiation (including
terrestnal sources, highly penetrating cosmic rays, and radiations emitted by the building
materials themselves) The default value was recently revised to 0 4 in the Soil Screening
Guidance for Radionuclides Technical Background Document (U S EPA, 2000) The basis for
the revision 1s a review of newer literature, including studies of shielding from fallout and from
nuclear power plant releases This review of additional studies 1s summarized in the EPA report,
Reassessment of Radium and Thorium Soil Concentrations and Annual Dose Rates (U S EPA,
1996) In addition to the incorporation of additional information, the new default value 1s lower
because 1t considers only the terrestrial sources of natural background and excludes the cosmic
ray and building material sources This more correctly assesses the shielding afforded by the
building from contamination 1n so1l Based upon this more recent work, the working group
selected the value of 0 4 for this parameter

Al.7 INDOOR DUST FILTRATION FACTOR

The working group decided that there was insufficient information to develop a probability
distribution for this vanable A point estimate of 0 7 was used for the Rural Restdent scenario,
which assumes that the resident will spend time indoors where windows and doors will be open
during summer months Ths 1s an average of the 0 4 indoor dust filtration factor described in
Soil Screening Level Guidance for Radionuchides (U S EPA, 2000) and an outdoor value of 1 0

A.1.8 INDOOR/OUTDOOR TIME FRACTION

The indoor/outdoor time fraction refers to the fraction of the exposure penod that 1s spent
mdoors and outdoors For the Office Worker scenarno, the working group assumed that 100% of
the office worker’s exposure period (8 hours/day) 1s spent mndoors Simlarly, for the Open
Space User scenario, the exposed population 1s outdoors 100% of the time
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For the Rural Resident scenario risk calculations, the working group referred to U S EPA
ExEosure Factors Handbook (U S EPA, 1997) Table 15-131, which reports the following

75" percentiles for time 1ndoors and outdoors per day 1235 mnutes mdoors and 210 minutes
outdoors Grven that there are 1,440 minutes 1 a day (24 hrs x 60 min/hr), the sum of the indoor
and outdoors times equals approximately one day (1,445 minutes) Therefore, the following
calculations yield the fractions used for the Rural Resident scenario

Indoors 210 min / 1,445 mm = 0 145, rounded up to 0 15
Outdoors 1,235 mun / 1,445 min = 0 8547, rounded down to 0 85

For the Wildhife Refuge Worker scenario, the working group used professtonal judgment to
estimate that a wildlife refuge worker would spend half of the workday outdoors, and half
mdoors (1 e, time fractions are 0 50 for each)

The working group decided that there was insufficient mformation to develop a probability
distribution for this variable

A.1.9 MASS LOADING

Mass loading 1s a sensitive parameter in the RESRAD and EPA Standard Risk Methodology
calculations While a great deal of mass loading data are avatlable from monitors stationed 1n
the vicinity of the site, these data appear to be more representative of regional fugitive dust
mnfluences than they are of site-related activities The exact scenarios being considered, from an
air quality perspective, are not documented 1n previous data either from the site or elsewhere,
and thus historical data cannot be used directly to infer either a point estimate or probabilistic
mass loading appropnate to these scenarios Instead, the working group examined other sources
of information from which to derive a mass-loading estimate, starting with the local data as a
basis

The working group was able to derive a great deal of information from EPA’s “Compilation of
A Pollutant Enussions Factors” (AP-42) (U S EPA, 1995) regarding several sources whose
influence might be considered when developing a mass loading distribution for the RSAL
calculations Emuission sources or activities that were examined included garden tilling, use of
recreational vehicles/horses, and fugitive dust due to passive wind-blown disturbance of so1l
The latter influence was examined 1n detail, including the modifying influences of praine fire
and precipitation The wind-blown dust that would be an aftermath of a widespread praine fire
was characterized using site-specific wind tunnel measurements

Once the behaviors of these source influences were characterized, the emission characteristics
were ntegrated mto a model that describes the frequency of occurrence and the effect of each
source mfluence on the airborne soil-mass concentrations, 1 € , the mass loading The sections
that follow describe the various source mnfluences, the method used to integrate those influences
mnto a frequency distribution describing mass loading, and the mass loading 1tself
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A.1.9.1 MaSS LOADING INFLUENCES

Garden Tilling — In the Rural Resident scenario and mn the Wildhife Refuge Worker scenario
there exists a potential for some gardening-type activities In both cases, the activity would be
limited to relatively small areas of the site In the Wildlife Refuge Worker scenario, this activity
would not be expected to occur on contaminated soil  However, under a case of failed
mstitutional controls as i the Rural Resident scenaro, gardening could occur on such soils The
rural resident 1s assumed to reside on a relatively small plot of approximately five acres, all
contaminated The working group proposed that as much as one acre of that land mght be
gardened The area would be prepared for the crop through several tilling cycles and the remains
of the crop would be turned under at the end of the growing season AP-42, Section 11 of the
fourth edition (U S EPA, 1985) provides emission calculations for such activities

The emussion factor for agricultural tilling depends on several individual parameters, the silt
content of the so1l, the maximum particle size of mterest, the tillage acreage and the number of
times tilled 1n the period of interest For our purposes, the silt content 1s 50% (Kaiser-Hill, 2000)
and the particles of mterest are those less than 10 um diameter, 1 € , those that can be readily
mbhaled during the activity The tilled acreage 1s one acre with three tilling cycles in a year The
resulting icrease in emissions 1s comparable in magnitude to the typical emissions from wind-
blown fugitive dust off the same surface when covered with normal prairie vegetation, 1n other
words, the mass loading 1s increased no more than a factor of two Considering that irmigation of
the vegetable crop will actually result in fewer emusstons than a normally unirrigated surface, the
factor of two 1s considered a reasonable limut on increased emissions over the crop year

Recreational Vehicle/Horses — The working group considered the possibility that horses or hght
recreational-type utihty vehicles mght be operated on the site  Such activity could constitute a
dust emission source for the RSAL mass-loading calculation Fugitive dust emissions from
horses were not found characterized 1n the literature, however, dust emssions from treaded
vehicles are If one considers a horse to be similar to a light recreational utility vehicle, or 1s
simply interested 1n the vehicle emissions, then this calculation applies Since these activities, or
others very similar, could be associated with any of the scenarios being characterized 1n these
RSAL calculations, this assessment 1s applicable to each of them

Consider the parameters needed to estimate light utility vehicle emissions, they are the mass of
the vehicle, the number of surfaces 1n contact with the soil, the average speed of the vehicle, and
the distance traveled (U S EPA, 1995, page 13 2 2) As a surrogate, a horse and rnider may have
a mass of about 400 kg, have four surfaces in contact with the soi1l (repetitive hoofed contact with
the ground 1s not unlike repeated cleated contact with the ground from a vehicle tread), travel at
an average speed of about five miles per hour, and exercise for about half an hour per session
(not atypical of a utility farm vehacle, itself) If the vehicle (horse) were operated this way twice
per week, the expected emisstons from such an activity would be approximately 13 kg/yr, about
one-third the emissions from fugitive dust from a five-acre area in the absence of any soil
disturbance Even with daily activity, the emissions would be comparable
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Considering the combined effects of gardening and recreational vehicle/horseback nding, the
average mass-loading 1n the area around the activities might be expected to increase by as much
as a factor of two compared to the fugitive emissions that would be present without such
activities The working group took this factor mnto account when building the mass-loading
distribution, assuming that such activities would occur with the same probability in any single
year

Fugitive Dust Under Normal Conditions at Rocky Flats — Rocky Flats experiences nearly
continuous winds, varying 1n speed from near calm (infrequently) to more than 40 m/s on some
occasions 1n the late winter and early spring The median annual average wind speed at the site
1s about 4 2 meters per second, based on more than 25 years of site-specific meteorological data
One of the predictable influences of these sustained winds 1s a relatively large contribution to
mass loading from wind-blown soil erosion Related to this 1s the observation that the majority
of radionuchide emissions from the site come from the resuspension of contamination attached to
so1l particles, mostly from the eastern lip of the Industrial Area and the eastern and southeastern
Buffer Zone of the site  Very little of the observed emussions originate from the building stacks

Effect of Prairie Fire on Contaminant Resuspension — Concern was raised during the
independent assessment performed by RAC of the 1996 RSAL that a prairie fire at the site could
have considerable influence on the amount of soil eroded 1nto the air following such a fire Asa
result of this concern, and the recognition that no data could be found 1n the literature that
characterize the post-fire effects of a prairie fire, the site engaged Midwest Research Institute
(MR, 2001a, b) to perform wind-tunnel-based so1l erosion measurements The measurements
were performed on burned vegetated surfaces following a controlled burn conducted at the site 1n
CY2000, and a subsequent, unrelated lightning-caused fire in the same year The erosion
potential was measured at several intervals over the months immediately following the controlled
burn to develop a profile that characterizes the rate of recovery of the burned area It was
postulated that the burned area would have a much higher erosion potential in the first few days
or weeks following the fire, but would exhibit continuously improving erosion inhibition as the
vegetation grew back over the burned, denuded so1l

The results of the wind-tunnel measurements confirmed that the eroston potential would decrease
rather quickly with time following the controlled burn Effects of so1l moisture on erosion
potential were also evident 1n the same set of measurements The wind-tunnel work has been
described 1 detail in two final test reports from MRI (MRI, 2001a and MRI, 2001b) The
analysis of these data 1s described below

The MRI controlled burn report (MRI, 2001a) provides three sets of post-fire measurements to
demonstrate the effects of vegetative recovery on the erosion potential of the surface soils

When these erosion curves are compared, they suggest the wind-blown erosion 1s reduced to less
than one-third of 1ts maximum within three or four months of the fire If this behavior 1s fitted to
a simple power curve, shown as Figure A-11, the results show that the burned area will recover
1its dust mitigation characteristics completely within 6 to 12 months following the fire, except for
the possible mitigating effects of thatch which will not be present within such a short period
(The presence of thatch would be more important in areas denuded of growing vegetation as
might occur during a drought, and would not tend to be an important factor 1 overgrown areas )
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Figure A-11. Mathematically fitted erosion-potential recovery curves following spring or fall praine
fires at Rocky Flats

Had this same fire occurred 1n the fall or early winter, the recovery period would have been
lengthened The resulting mass-loading multiplication factor associated with these late-season
fires 1s 4 74, as derived from the fall curve shown in Fagure A-11 Ths factor was estimated
using the same arguments as with the spring fire but interpolated over a period of 24-months, to
account for the arrested period of growth during the winter months immediately following the
late-season fire The same precipitation adjustments were applied to each month for the first
year of recovery, and the average emission factor was calculated The 1mitial emissions from a
late-season fire will be somewhat higher than for the spring fire, evidenced by the wind tunnel
recovery curve for the June measurements (taken during a relatively dry period, representative of
so1l conditions 1n Fall)

Details of how these curves were used to derive the empirical mass-loading multipliers can be
seen 1n Table A-29 In order to calculate an annual average increase attributable to a praire fire,
each month’s emission potential (from the fitted curve) 1s then adjusted by a factor that accounts
for the expected precipitation for that month and the average emission potential for all periods
are averaged The average increase 1n emissions assoctated with this rapid recovery 1s
approximately 2 5 times the emissions associated with similar adjacent areas of unburned
grasslands used as a control on the measurements, as indicated 1n Table A-29 The factor
actually used n the mass-loading calculations 1s 2 51
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Table A-29 Calculation of mass loading multipher, bolded numbers are results for spring and fall burns,
respectively

Annual Spring Monthly| Fall Monthly

(n’f(::lt;s) Slg::tgr?::gg:y g?)llll tl:: l(;:::::x}; Precipitation | Contribution | Contribution

Factor w/precipitation | w/precipitation
1 075 117 0926 069 108
2 029 072 0926 027 067
3 029 055 0926 027 051
4 023 045 . 0926 021 042
5 020 038 0926 018 036
6 017 034 0926 016 031
7 016 030 0926 015 028
8 014 028 0926 013 026
9 013 026 0926 012 024
10 012 024 0926 011 022
11 012 022 0926 011 021
12 011 021 0926 010 019
272 512 2.51 4.74

Effects of Precipitation — In the preceding section, the effects of precipitation on erosion
potential for airborne fugitive dust emissions were described briefly, concerning in particular the
mediating effects of snow cover AP-42 describes similar effects for rainfall precipitation Asa
means of estimating fugitive emissions, days with ramn exceeding 0 01 inches are treated as
though their emussions are zero As we have described previously, days with snow cover can be
treated the same The question might be raised then—what 1s the effect on fugitive dust during
penods of drought? (Periods of excessive rainfall were also examined, but their influence 1s not
considered as important to the discussion as periods of deficient rainfall )

Literature from The National Drought Mitigation Center, headquartered at The University of
Nebraska — Lincoln, (NDMC, 1995), suggests that the onset of drought 1s marked by a sustaimned
pertod with rainfall at levels 75% or less compared to that normally experienced This 1s
preferably based on a 30-year or greater meteorological history At Rocky Flats, a 37-year
meteorological history has been reviewed and summarized (EG&G, 1995) and provides a good
basis for assessing the potential effects and frequency of occurrence of drought-like conditions
In addition, data from state publications and databases (Colorado State University, 2000) provide
mnsight into the occurrence of drought 1n the State, as a whole From site-specific meteorological
data, we were able to infer that Rocky Flats could expenience drought-like conditions about

20% of the time During those periods, there are roughly 40% fewer days with rainfall that may
exceed 0 01 inches, compared to a median estimate of 78 days with such amounts This suggests
that the dry conditions might be characterized by emissions that are increased by about

11% based on this calculation that inhibits emissions on days with greater than 0 01 inches of
ram The number used to characterize this condition 1n the mass loading calculation was 14%,
based on a hnear fit to the precipitation data with one biased month removed (The month of
May, with 1ts extreme precipitation, does not appear to be representative of the typical behavior
for this parameterization ) It 1s worth noting, that the emissions would be expected to imncrease
by about 27%, based on this limited hypothesis, should there be no rainfall, and no other
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contribution to mcreased emussions Zero ramfall was not considered a feasible condition to
assess

To summarize, the drought-like conditions that might be observed to increase emissions at

Rocky Flats would occur about 20% of the time and would result in emissions increased by
about 11% or more Because of the uncertainty 1n this estimate due to one apparently non-

representative month, the emissions were considered to increase by 14%

A.1.9.2 BUILDING A MASS-LOADING DISTRIBUTION

The mnformation described above was combined with site-specific and statewide Particulate
Matter (PM)-10 data to build mass loading distributions for both PM-10 and Total Suspended
Particulates (T'SP) air mass concentrations

e Site-specific PM-10 and TSP mass concentration — Appendix F provides the site-specific
PM-10 data obtained from the Colorado Department of Health and Environment
(CDPHE) five-station network The data are described by a mmimum concentration of
9 4 pg/m’, a maximum concentration of 16 6 pg/m’ and a median concentration of
11 6 ug/m® Data from the site’s Radiological Air Monitoring Program (RAAMP)
network have been used to relate the PM-10 data to TSP data, specifically the relative
distribution of plutonium between PM-10 and TSP Data collected since 1994 show a
relatively consistent trend with the larger TSP fraction having about 2 5 times the activity
of the airborne matenal smaller than 10 pm aerodynammc diameter

e Statewide PM-10 mass concentrations — Appendix F also provides a six-year set of
PM-10 mass concentrations from throughout Colorado These data are representative of
air quality 1n areas most likely to be impacted by industnal, agricultural and urban
emissions They could be considered as a probable representation of the likely extremes
of air quality that might be observed at Rocky Flats in the future, should the area be
developed residentially or commercially These PM-10 mass concentrations are
described by a distribution whose mimmum 1s 6 7 pg/m’, maximum 1s 51 4 pg/m’, and
median concentration 1s 20 3 pg/m’

e Building a frequency distribution — Existing data do not provide an adequate surrogate
for all of the possible conditions that might occur 1n future scenarios being modeled for
Rocky Flats It 1s possible, however, to develop a descriptive statistical model of mass
concentrations To build this frequency distribution, 1t 1s first necessary to describe the
events that will provide the significant influences on the mass concentrations, including
their frequency of occurrence Environmental conditions and events that influence mass
loading are described above
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In order to build a distribution of mass loading, a starting value must be chosen For these
calculations, the median state PM-10 value of 20 3 pg/m® was chosen as a representative value
for conditions that might occur under future site conditions The median site-specific value of

11 6 pg/m* was adjusted to account for gardenmng and recreational horseback riding The median
value would be increased by about a factor of two under these several conditions, confirming the
choice of the statewide median as a reasonable starting point

Descrnibing them again here, related to some frequency of occurrence, we present the following
model Normal conditions, without significant drought and wildfire effects prevail With some
regular frequency, these normal conditions are modified by the occurrence of peniods with
deficient rainfall, causing an mcrease mn airborne dust In addition these normal events may be
mfluenced by occasional wildfire events For the purpose of developing the model, the periods
with deficient rainfall were assumed to occur about 25% of the time, with an increase 1n air
concentration of about 14% Fire events were assumed to occur about 10% of the ime, with
increases m air concentrations of between 151% and 374%, divided equally between spring
events (representing fast recovery periods) and fall events (representing slow recovery periods)

Regarding conditions that could mitigate some of these effects, 1t might be argued that a wildfire
would not occur 1n an area that contained a cultivated garden The working group could not
eliminate such an event, considering that the wildfire might consume the vegetation adjacent to
the garden plot, but not burn the plot itself, due to urigation Likewise, the presence of a
cultivated garden would not effectively mitigate the dust-laden effects of a period of low rainfall
The environmental conditions that characterize the resulting mass loading are summarized 1n
Table A-30

Table A-30. Frequency and weighting associated with each annual environmental condition

Fire Frequency Weighting |
No fire, normal precipitation 075 1
No fire, dry conditions 025 114
Spring fire, normal precipitation 075x005=00375 251
Spring fire, dry conditions 025x005=00125 287
Fall fire, normal precipitation 00375 474
Fall fire, dry conditions 00125 542
A.1.9.3 CALCULATED DISTRIBUTION — MASS LOADING FOR INHALATION

Table A-32 summarizes the calculations that result from combining these weightings with the
median PM-10 mass concentration dertved from the statewide air quality data contained 1n the
Aerometric Information Retrieval System (AIRS) (U S EPA, 2001) database

Appendix A 200 9/30/2002

1\{




O\

Table A-31. Methodology for deriving the mass loading distribution

Pre | Weght | & Lianon | Vo8 | quency | Werght | Frequency | Losdng | Frequeney
None 10 09 Normal |10 075 10 06750 202 0338
None 10 09 Dry 114 025 114 02250 231 0788
Spring | 2 51 005 Normal | 10 075 251 00375 507 0919
Spring | 2 51 005 Dry 114 025 287 00125 580 0944
Fall 474 005 Normal |10 075 474 00375 957 0969
Fall 474 005 Dry 114 025 542 00125 109 5 0994

Note A 95" percentile value of 67 ug/m° was established for use in RESRAD by mterpolating between the 94 4™
and 96 9™ percentile cumulative frequency values, from the above table

These s1x mass loading values provide a set of input values for the “continuous hnear”
distribution ntl!?ut capablhty of RESRAD RESRAD requires that the minimum and maximum
values (1 ¢, 0™ and 100™ percentiles) be mput along W1th these itermediately distnibuted values
The mummum mass loading was chosen to be 9 4 pg/m’, consistent with the lowest annual
average PM-10 value observed 1n the samplers around the site  The maximum mass loading was
chosen to be 200 pg/m® based on the ghest value observed m the statewide data, increased by a
factor of about four, midway between the values that would be obtaned from spring or fall fire
scenarios, was chosen The same input values were used for the EPA Standard Risk
Methodology calculations after passing them through a fitting routine to generate an equivalent
mathematically formulated distribution

A.1.94 MASS LOADING FOR FOLIAR DEPOSITION

In addition to the mass loading for inhalation, the mass loading associated with deposition of
contamnated dust onto garden fruits and vegetables must also be calculated As noted earlier,
the radioactivity of total suspended particulate matter 1s about 2 5 times the radioactivity of the
finer less-than 10-pm fraction The mass loading for foliar deposition can be simply dernived by

ultlplylng each mass concentration given 1n Table A-31 by this constant factor The 0" and
100™ percentlle values are calculated the same way By nterpolation, a 95™ percentile value of
167 5 pg/m® was selected as a point estimate

A.195 DIFFERENCES BETWEEN EPA STANDARD RISK METHODOLOGY AND RESRAD
REGARDING CALCULATION OF CONTAMINATED FRACTION OF INHALED
PARTICULATE MATTER (CONTAMINATED MASS LOADING)

RESRAD 6 0 uses the mass-loading vanable to calculate inhalation dose and risk This mput 1s
multiplied by a quantity called the “Area Factor” that takes into account the amount of
uncontaminated particulate matter 1n the air onigmating from outside the area of contamination
The area factor 1s sensttive to both the area of contamination and the wind speed, increasing n
magnitude with increasing area, and decreasing with increasing wind speed Figure A-12 shows
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the behavior of the Area Factor as a function of contaminated area, for a 5 m/s wind speed,
similar to the annual average wind speed for Rocky Flats

EPA Standard Risk Methodology uses a constant mass loading 1n 1ts calculations of inhalation
nisk, assuming all of the airborne particulate matter 1s contaminated If the RESRAD and EPA
Standard Risk Methodology calculations of contaminated mass loading are compared, the
RESRAD mput will be reduced relative to the EPA Standard Risk Methodology nput by the
Area Factor multiplier In other words, for the 300-acre area considered 1n the scenarios being
reported 1n this document, the contaminated mass loading 1s about 37% of the contaminated
mass loading used 1n EPA Standard Risk Methodology

RESRAD Inhalation Area Factor

05
04
03
02
01

0
10E+02 10E+03 10E+04 10E+05 10E+06 10E+07

Area (square meters)

Area Factor

Figure A-12 Area Factor used to calculate the contaminated mass loading due to the presence of
uncontaminated dust

Another difference between the conceptual approaches used in RESRAD and the Standard Risk
equations concerns the interpretation of the averaging time For RESRAD, the basic exposure
time 1s a one-year period, so all of the exposure variables are expressed as averages over one
year For the Standard Risk equation, exposures are expressed as an average daily event over the
entire exposure duration, typically multiple years for each scenario The mass loading term 1s
estimated from the probability of a fire occurring over a 1-year period When the probability
distribution for mass loading 1s apphed in a Monte Carlo simulation, each iteration in RESRAD
represents a 1-year average, so some values will reflect conditions when a fire occurred Over
multiple years, 1t 1s unlikely that the same conditions would occur each consecutive year of
exposure, the long-term average conditions are weighted towards the non-fire conditions
Therefore, the use of the distribution based on 1-year average to estimate conditions over longer
time periods 1s likely to overestimate the probability of fire conditions, and yield to higher (1 ¢,
more conservative) estimates of mass loading The working group decided not to modify the
Standard Risk model to accommodate the difference 1n conceptual approaches

A.1.10 INHALATION RATE (IR _AIR)
Inhalation rate refers to the volume of air that 1s inhaled over a period of time Studies of human

nhalation rates have demonstrated vanability associated with age, gender, weight, health status,
and activity patterns (1 € , resting, walking, jogging, etc ) Although an individual’s mhalation
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rate will vary day-to-day and week-to-week, inhalation rates used 1n nisk assessment generally
describe an average daily rate (m*/day) over a long period of time (1 e , the exposure duration)
If acute exposures associated with moderate to heavy activities may be of concern, estimates of
average hourly mhalation (m*/hour) would generally be preferred over daily averages Average
daily or hourly inhalation rates will vary between people, and 1t 1s this interindividual vanability
that 1s characterized by a probability distribution for this analysis Short-term measurements,
referred to as “minute volumes” (L/min), form the basis for long-term average ingestion rates
The literature on halation rates 1s fairly robust, and can be loosely grouped into two categories
based on study methodology (1) direct measurements using a spirometer, or (2) indirect
measurements based on correlations with heart rate, energy requirements, and/or other
physiological factors Data from the Exposure Factors Handbook (U S EPA, 1997), and a
subsequent publication by Allan and Richardson (1998) on 24-hour inhalation rates formed the
basis for the estimates described below

A.1.10.1 PROBABILITY DISTRIBUTION

The following probability distribution was developed for use 1n probabilistic risk and RSAL
calculations for the Rural Resident land use scenario

o IR air_child ~ Lognormal (9.3, 2.9) m*/day
¢ IR air adult ~ Lognormal (16.2, 3.9) m’/day

For tl;e RESRAD model, the same distribution can be used by converting the units from (m’/day)
to (m’/yr)

mean, child 9 3 m*/day x 365 day/yr = 3,394 5 m’/yr
SD,chuld 29 m*/day x 365 day/yr= 1,058 5 m*/yr
mean, adult 16 2 m*/day x 365 day/yr= 5,913 m’/yr
SD, adult 3 9 m’/day x 365 day/yr= 1,423 5 m’/yr

In RESRAD, the lognormal distribution can be specific by the mean and standard deviation of
the log-transformed parameters The anthmetic and standard deviation were converted to
corresponding geometric mean (GM) and geometric standard deviation (GSD) parameters Note
that there are at least three conventions for specifying parameters of the 2-parameter lognormal
distribution

o X ~lognormal (arithmetic mean, standard deviation)

¢ X ~lognormal (GM, GSD)
¢ X ~lognormal (In(GM), In(GSD))
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The natural logarithm of the GM and GSD 1s equivalent to the arithmetic mean and standard
dewviation of the log-transformed parameters given above The Standard Risk approach uses the
first convention, whereas RESRAD model inputs are based on the third convention Therefore,
applymg the same assumptions as the Standard Risk equations along with the conversion to “log
space”, the equivalent distribution for the rural resident for use in RESRAD 1s

e IR air child ~ Lognormal-N (8.084, 0.305) m*/yr
e IR _air_adult ~Lognormal-N (8.657, 0 237) m’/yr

Appendix A 204 9/30/2002

9,9/}



Children

e

Figure A-13 Probability density function and cumulative distnibution function views of the
probability distribution for child and adult inhalation rate (m*/day)
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A.1.10.2 UNCERTAINTIES IN THE PROBABILITY DISTRIBUTION

The Exposure Factors Handbook (U S EPA, 1997) provides a comprehensive summary of the
available data on mhalation rates In addition, EPA’s Office of Research and Development
(ORD) recently presented recommendations for probability distributions for inhalation rates
(U S EPA, 2000)

Table A-32 summarizes selected data available from some key studies on 1nhalation rates
Vanability 1n inhalation rates at most activity levels are generally positively skewed, with more
minute volumes nearer the lower end of the reported ranges (Allan and Richardson, 1998) Since
mhalation 1s a non-negative quantity, the literature tends to report lognormal distributions fit to
the available data Allan and Richardson provide graphical summaries of the fits, but no
description of goodness-of-fit test statistics Adult males tend to exhibit the highest inhalation
rates, with an average of approximately 17 5 m*/day More importantly, there 1s remarkable
consistency 1n estimates for both children and adults

e Estimates of average ihalation rates among toddlers and young children exhibit a range
of approximately 1 m*/day (a mmimum of approximately 8 7 m*/day to a maximum of
9 7 m*/day)

e Estimates of average inhalation rates among adults exhibit a range of approximately
6 m*/day (11 3—17 5 m*/day)

o  Within study groups, the interindividual vanability 1s very low, as shown by coefficients
of variation (ratio of SD to the mean) of approximately 0 25

For children (males/females combined, ages 7 months to 4 years) the available data fit a
lognormal distribution with parameters (AM, SD) of [9 25, 2 9] m*/day, where the standard
deviation reflects the highest of the values reported among study populations of children (1 ¢,
Layton et al , 1993) For adults (males/females combined, ages 20-59), the available data also fit
a lognormal distribution [16 2, 3 86] m’/day These results (see Table A-33) are within the range
of all reported values, as well as the values recommended by EPA for risk assessment 1n the

Exposure Factors Handbook (U S EPA, 1997)
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Table A-32. Summary of recommended values for inhalation rates (Exposure Factors Handbook, U S
EPA, 1997, Table 5-23)

Age Group Inhalation Rate
Long-term Exposure Short-term Exposure
(m’/day) (m’/hr)

Child, 1 to 2 years 68 rest-03
sedentary - 0 4

Child, 3 to 5 years 83 light activity - 1 0

Child, 6 to 8 years 100 moderate activity - 1 6
heavy activity - 1 9

Adult, 19+ years 113-152 rest- 04
sedentary - 0 5

hight activity - 1 0
moderate activity - 1 6
heavy activity - 1 9

Adult Worker hourly average - 1 3

hourly average, high-end -3 3
not reported slow activities - 1 1

moderate activities - 1 §
heavy activities - 2 5
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Table A-33. Summary of point estimates and probability distribution parameters for inhalation rates

£ 2 a 5 % 7 SN
; o N e TN
Children, M/F 87, - m°/day Long-term exposures for children 1-12 years
Adults, male 152, -- m3/day Long-term exposures for adult males
Adults, female 13, —~ m®/day Long-term exposures for aduit females
Outdoor worker 13,35 mYhr gcg;-;zrm exposures for outdoor workers, hourly

Children, male 93 285 rates were based on BMR and energy
expenditures, children aged 3-10 years
Children, female 865 265 Children aged 3-10 years
Adults, male 16 75 532 Adults aged 18-30 years
Adults, female 11 14 537 Adults aged 18-30 years

Study of Canadian subjects using time-activity
patterns and minute volumes from USA studies,

Children, male 967 267 values represent 24-hr inhalation rates, male
children 7 months to 4 years of age
Chiidren, female 881 237 Female children 7 months to 4 years of age
Children M/F 925 257 M/F children 7 months to 4 years of age
Adults, male 17 54 406 Male adults 20 to 59 years of age
Adults female 14 89 313 Female adults 20 to 59 years of age
Adults, M/F 162 386 M/F adults 20 to 59 years of age
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Table A-34 Confidence ratings for Inhalation Rate (IR_air) for Rural Resident scenario

Considerations L Rationale l Rating
Study Elements
e Level of peer Studies are from peer reviewed journal articles and an EPA High
review peer reviewed report  Key study was published subsequent to
the Exposure Factors Handbook (U S EPA, 1997)
e Accessibility All mformation 1s from EPA or peer reviewed hiterature High
e Reproducibihity Individual-level data from questionnaires and interviews are Medium
unavailable
e Focus on factor of | Studies focused on age-specific ventilation rates and factors High
mterest nfluencing them Goal of key study was to generate
probability distributions for use in Monte Carlo simulation
e Representativeness | Six age groups of Canadians were studied to obtain 24-hour High
of study population | inhalation rates Time activity pattern information 1s based on
U S populations so the study results are considered
representative
e Primary data According to Exposure Factors Handbook (U S EPA, 1997), | Medium
most studies involved data collection or reanalysis of existing
data
e  Currency | Recent studies were evaluated High
e Adequacy of data | Insufficient information presented to assess the data collection | Medium
collection perio period Numerous studies were reviewed and summarnized to
‘ derive probability distribution 1n the key study
e  Validity of | Studies evaluated 1n the key study used a combnation of Medum
approach direct and indirect measurements Concept of combining
minute volume with time activity patterns 1s appropriate
e Study size Study group size not specified, but results from numerous Medium
studies were incorporated 1nto statistics of key study
. Charactenzatloﬁ of | Mean and SD are provided, along with a description of nght Medium
vanabihity skew Lognormal distribution is a convenient choice for non-
negative, night-skewed distribution, but goodness-of-fit and
! graphical evaluations of fit were not described
o Lackofbiasm | Subyjects were selected at random for some studies High
study design p
e Measurement error | Interindividual vanability within study subjects 1s relatively High
small No indication of bias in study designs
Other Elements
e Number of studies | Numerous minute volume data sources were compiled to High
derive estimates of summary statistics
e Agreement There 1s general agreement 1n estimates by age group among High
between researchers | the different studies
Overall Confidence Studies group inhalation rates by appropnate factors of age, High
Rating gender, and activity Minute volumes reflect Canadian
subjects, whereas activity pattern data 1s from U S subjects
Consistently low coefficient of variation within studtes
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A.1.11 EXPOSURE FREQUENCY

Exposure frequency refers to the number of days per year that a resident 1s present at home,
rather than at work or on vacation Given that the toxicity endpont 1s a long-term average
exposure (the endpoint of concern 1s cancer), this input variable will represent a long-term
average time at the restdence For the Rural Resident land use scenario, 1t 1s assumed that 1f an
ind1vidual 1s at home, they may be exposed via one or more exposure pathways for 24-hours per
day For this analysis, no distinction 1s made between exposure frequencies for men and women,
or for children and adults The maximum number of days per year 1s 365 days

The Exposure Factors Handbook (U S EPA, 1997) summarizes survey data on population
mobility for the U S population The sample sizes for the major studies are very large (n greater
than 1,000), reflecting national surveys The difficulty in estimating population activity patterns
and mobility from a survey 1s that 1t represents a snapshot in time, and there 1s uncertainty in
determining the total duration that an individual will reside at the same house (see

Section A 1 12) Extrapolations to long time periods are required since personal diaries cover
short periods of time However, there 1s less uncertainty associated with estimating the days per
year that an individual spends time at home

The Superfund default CTE for residential exposure frequency 1s 234 days/yr, which corresponds
to the fraction of time spent at home (64%) for both men and women based on a study of time
use patterns summanzed in 1990 In other words, the available data suggest that, on average,
individuals spend approximately two-thirds of the year at home

Al.11.1 PROBABILITY DISTRIBUTION OF EXPOSURE FREQUENCY

For this analysis, a probability distribution was generated from the CTE given by the Exposure
Factors Handbook (U S EPA, 1997) (234 days/yr) and professional judgment regarding a
plausible range among a residential population The maximum value of 350 days was selected to
reflect an average of approximately two weeks per year spent away from home, either on fammly
vacation or business travel A minimum of 175 days/yr was selected to reflect a minimum of
approximately 50% of the year spent at home

Given reliable information regarding the central tendency, and plausible estimate for the
mmimum and maximum, the following triangular distnibution was selected to represent
varability 1 exposure frequency among rural residential populations

EF ~ Triangular (175, 234, 350) days/yr

The parameters for the triangular distribution are as follows

* mummum 175  days/yr
* mode 234  days/yr
* maximum 350 days/yr
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The mode charactenzes the “most likely” value and will equal the mean for distributions that are
symmetrical Figure A-14 presents the probability density and cumulative distribution views for
these distributions  The mean, 90™, 95" and 99" percentiles are 253, 305, 318, and 336 days/yr

A.1.11.2 UNCERTAINTIES IN THE EXPOSURE FREQUENCY PROBABILITY DISTRIBUTION

The triangular distribution 1s a reasonable approximation for the “true” distribution for exposure
frequency given that the vanable 1s truncated at the high-end by definition (1 e, 350 days per
year) It may be possible to obtain the oniginal survey data results that formed the basis for the
CTE recommended by EPA for use 1n Superfund nisk assessments However, 1t 1s expected that
use of an alternative right-skewed (and truncated) distribution would yield very similar percentile
estimates, and would therefore have only a minor effect on the nsk estimates

Use of 350 days/yr as a high-end truncation limit 1s viewed as a reasonably conservative estimate
of exposure frequency 1n the absence of site-specific data

Appendix A 211 9/30/2002

1 1



Figure A-14 Probability density function and cumulative distribution function views of the trangular
distribution for exposure frequency (days/yr) for the rural resident
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Table A-35 Confidence ratings for exposure frequency for Rural Resident scenario

Considerations | Rationale Rating
Study Elements
e Level of peer Relevant analyses of census data 1n one major study are in the | High
review peer review literature and in the Exposure Factors Handbook
(US EPA, 1997)
e Accessibility See above High
e Reproducibility Results may differ as activity patterns change over time, data | Medum
are from nattonal survey in 1985 Information on
questtonnaires and interviews were not provided
e Focus on factor of | Activity patterns were ascribed to indoor or outdoor locations | High
mterest Summary data specifies time spent at home
e Representativeness | Study 1s based on survey data of the U S population in 1985, | High
of study population | both male and female Time spent at home may have changed
duning the past 15 years No mndication of fraction of
respondents that live 1n rural vs urban settings
¢ Primary data One study analyzed activity patterns using a national survey High
e Currency Study was published 1n 1991(based on data from 1985) Medium
¢ Adequacy of data Data were collected Jan to Dec 1985 Respondents described | High
collection period activities for a one-day period
e Valdity of Approach 1s based on questionnaires and interviews High
approach Responses are based on diaries and mail back surveys
e Study size Study group size not specified, but collectively the references | High
on activity patterns summarized by the Exposure Factors
Handbook had sample si1zes of 922 to 5,000
e Characterization of | Data reported as the average time spent at home, without an Low
variability estimate of variability 234 days per year 1s EPA’s standard
default CTE based on 1996 draft of Exposure Factors
Handbook, which reports 64% of time, was spent at home
The current 1997 draft of Exposure Factors Handbook reports
essentially the same value 66% of time (954 of
1,440 minutes) Min and max are uncertain, prompting the
use of a triangular distribution Uncertainty 1n defining the
mode of the tniangle based on the AM given by the data
e Lack of bias in Activities reported 1n 1985 may differ from current activities Medium
study design
o Measurement error | Potential error assoctated with diary entries and 24-hour recall | Medium
Other Elements
¢ Number of studies | One, but sample size 1s large Medwum
o Agreement between | Analysis was the basis for the default CTE pont estimate used | Medium
researchers by EPA However, no mformation 1s available on agreement
with choice of probability distribution
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Considerations Rationale Rating

Overall Confidence Large sample si1ze, survey responses focus directly on time Medium
Rating spent at home Uncertainty associated with charactenization of
vanability, potential change 1n activity patterns since 1985,
and potential error associated with 24-hour recall

A.1.12 EXPOSURE DURATION

Exposure duration refers to the number of years that a resident 1s present at the same residence
This vaniable applies only to the standard risk equation modeling (RESRAD 1s used to calculate
only annual dose n this task) For the Rural Resident land use scenario, both children and adults
comprise the population of concemn, and exposure 1s assumed to begin at birth Census data
provide representations of a cross-section of the population at specific points 1 time, but the
surveys are not designed to follow individual families through time (U S EPA, 1997) The
Exposure Factors Handbook (U S EPA, 1997) summarizes the key studies on population
mobility These studies use a variety of methods to estimate residential tenures, including

(1) calculate the average current and total residence times, (2) model current residence time, and
(3) estimate the residential occupancy period Each of the key studies and methodologies
provides similar estimates as summanzed i Table A-36

Table A-36 Summary of key studies for residential exposure duration, based on U S EPA (1997),
Table 15-174

Study Summary Statistics (years) Methodology
Isreal: and Nelson, 1992 mean=46 Average current and total
1/6 of a lifeume of 70 years, or | residence times
11 7 years
US Bureau of the Census, 1993 | 50 percentile = 9 years Current residence time

90™ percentile = 33 years

Johnson and Capel, 1992 mean = 12 years Residential occupancy pertod
90™ percentile = 26 years
95™ percentile = 33 years
99™ percentile = 47 years

All21 PROBABILITY DISTRIBUTION FOR EXPOSURE DURATION
For this analysis, a probability distribution was generated from the empirical distribution

function reported by Johnson and Capel (1992) for n = 500,000 simulated individuals (both male
and female) given 1n Table A-37
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Table A-37 ECDF for residential occupancy penod reported by
Johnson and Capel (1992), based on EPA (1998), Table 15-167

Percentile’ | Years | Percentile | Years
005 2 095 33
010 2 098 41
025 3 099 47
050 9 0995 51
075 16 0998 55
090 26 0999 59

'maximum observed value was 87 years

Residential Occupancy (years)
Lognormal(12.6, 16.2, 1, 87)
F(x)
1.00 e -
—e— EDF
0.75 —Log
050 -
025 -
000 t —
60 80 100

Figure A-15. Companson of empirical distribution function and truncated lognormal distribution for
residential occupancy period (exposure duration, years)
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These data were fit to a lognormal distribution using least squares regression to estimate the AM
of 12 6 years and SD of 16 2 years Figure A-15 gives a comparison of the empirical distribution
function to the fitted lognormal distribution Truncation limts of 1 and 87 years are based on
professional judgment that the maximum observed values are plausible bounds given the large
sample size of the survey The corresponding probabihity distnibution function 1s shown 1n
Figure A-16

Figure A-16. Probability density function for the lognormal distribution for exposure duration (years) for
the rural resident The cumulative distribution function 1s shown fit to empirical data in Figure A-15

Given reliable fit to the empirical distribution function the following lognormal distribution was
selected to represent variability in exposure duration among rural residential populations

ED ~ Truncated Lognormal (12.6, 16.2, 1, 87) years

The parameters for the truncated lognormal distribution are as follows

* arnthmetic mean 126 years
* anthmetic standard deviation 162 years
*  mmmum 1 year
*  maximum 87 years
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This use of truncation limits on this distribution does have a moderate effect on the parameter
estimates used 1n the Monte Carlo simulation The maximum value of 87 years truncates the
distribution at the 99 3" percentile, while the mimimum value of 1 year truncates the distribution
at the 1 9™ percentile These truncation himuts have the combmed effect of reducing the mean to
12 0 years (4 8%) and reducing the SD to 12 3 years (24 1%) This change reflects the relatively
high coefficient of variation for this distribution (CV = SD/mean = 1 3), however, the maximum
of 87 years 1s considered to be a reasonable approximation of an individual who lives at the same

residence therr entire life  The 50“‘, 90™ 95" and 99™ percentiles of this distribution are 7 7,
27 4, 39 3, and 77 0 years

Al1122

UNCERTAINTIES IN THE EXPOSURE DURATION PROBABILITY DISTRIBUTION

There 1s relatively high confidence in the data set and probability distribution used to
charactenize vanability 1n residential exposure duration The standard RME point estimate for
use mn Superfund risk assessments (for cancer) 1s 30 years, which 1s approximately the

91* percentile of this distribution

Table A-38 Confidence ratings for exposure duration for Rural Resident scenarto

Considerations Rationale l Rating
Study Elements
e Level of peer U S Bureau of Census, U S EPA, and National Center for High
review Health Statistics review of National Survey Data Relevant
analyses of census data 1n three major studies are in the peer
review hiterature Johnson and Capel study pubhished in 1992
was selected as the basis for the distnbution
® Accessibility Papers are available from peer review journals and are High
evaluated 1n the Exposure Factors Handbook (U S EPA,
1997)
e Reproducibility According to Exposure Factors Handbook (U S EPA, 1997), | High
results can be reproduced or methodology can be followed and
evaluated
e Focus on factor of | Census data provide information on relevant cross-section of | Medium
mnterest population at specific points m time, but surveys are not
designed to follow famulies through time Uncertainty in
measurement of current residence 1n house vs total residential
occupancy period (ROP) until moving or dying
e Representativeness | See above Studies are based on survey data of the U S High
of study population | population
e Prmary data Two studies are based on modeled data and one 1s based on Medium
interviews
e Currency Reports were published 1n 1992 (based on data from 1985 and | Medium
1987), 1993 (based on data from 1993 and 1994 {projected})
e Adequacy of data Other than the years of the survey, details regarding the data Medium
collection penod collection methodology are not provided
e Validity of Data do not account for each member of household Medium
approach Uncertainty 1 total residential occupancy period (ROP)
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Considerations Rationale Rating
because Census data indicate years 1n residence and
probability of not moving each year based on demographics
Johnson and Capel (1992) use Monte Carlo analys:s to
simulate ROP based on Census data (current residence time,
mobility), and vital health statistics data (mortality)
e Study size National surveys ranging from 15,000 to 500,000 High
e Charactenization of | Lognormal distnibution provides reasonable fit to 12 percentile | High
variability statistics of empirical distnbution function using least squares
regression Truncation limits of 1 year and 87 years represent
the 1 9" and 99 3™ percentiles, respectively Given the high
vanance of the distribution, the truncation reduces the
parameters (mean, SD) from (12 6, 16 2) years to (12 0, 12 3)
years Consistency across three studies increases confidence
1n central tendency and high-end percentiles
e Lack of bias in Census data from a study by Israch and Nelson (1992) (see Medum
study design Exposure Factors Handbook, U S EPA, 1997, Tables 15-163
and 15-164) suggest that individuals 1n the region most
relevant to Rocky Flats (West) have the lowest average total
residence time Therefore, using national nstead of regional
data may tend to overestimate occupancy period
e Measurement error | None reported High
Other Elements
e Number of studies | Three studies are recommended by the Exposure Factors High
Handbook (U S EPA, 1997)
e Agreement The studies produce very similar results High
between researchers
Overall Confidence Large sample size and good concurrence among different Medium
Rating study methodologies Uncertainty in combining mobility and
mortality data to simulate total residence time, potential bias
mn national rather than regional data Lognormal distribution
gives reasonable approximation to empirical distribution
function, but truncation limit constrans the variance of the
distribution by 25%
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A2.0 EXPOSURE VARIABLES FOR THE WILDLIFE REFUGE WORKER
SCENARIO

For the Wildlife Refuge Worker scenario, five exposure variables were described by probability
distributions n the probabilistic modeling (see Table A-39) For inhalation rate, exposure
frequency, and exposure duration, the distributions are uniquely applicable to the wildlife refuge
workers For mass loading and adult soil ingestton, the distributions are applicable to both rural
residents (Section A 1) and wildlife refuge workers

Table A-39. Vanables described by a probability distribution in the Wildlife Refuge Worker scenarto

¢ Inhalation Rate ¢ Mass Loading
e Exposure Frequency e Adult Soil Ingestion

¢ Exposure Duration

A2.1 INHALATION RATE (IR_AIR)

Inhalation rates for workers will vary greatly, depending on the time spent at different levels of
activity While inhalation may be expressed as an average daily rate (by averaging over an
eight-hour workday), the basic unit of interest 1s the short-term average rate (e g , minutes or
hours) The Rocky Mountain Arsenal nisk assessment (Ebasco, 1994) provides estimates of
mhalation for biological workers based on a calculation of the time-weighted average breathing
rates (see Section B 3 4 1 4) These estimates form the basis for the probability distributions
used 1n this analysis

A2.1.1 PROBABILITY DISTRIBUTION FOR INHALATION RATE

The following probability distribution was developed for use n the probabilistic approach using
Standard Risk equations and RESRAD calculations for the Wildlife Refuge worker scenario

IR_air_wildhife ~ min + (max - min) x Beta (a, b) m*/hr

The beta distributions are defined by four parameters

e shape parameter a 179 umtless
e shape parameter b 306 unttless
*  mnimum 11 m’/hr
* maximmum 20 m’/hr

For RESRAD, the beta distribution was rescaled to units of m3/yr, rather than m*/hr Therefore,
the mimimum and maximum (not the shape parameters) were calculated as follows

e mmmum =1 1 m*/hr x 24 hrs/day x 365 days/yr = 9,636 m’/yr
e maximum =2 0 m*/hr x 24 hrs/day x 365 days/yr = 17,520 m’/yr
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mean = 1 43
stdev=0 18

Figure A-17 Probability density function and cumulative distribution function views of the probability
distnibution for wildlife refuge worker inhalation rate (m*/hr)
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A.2.1.2 UNCERTAINTIES IN THE INHALATION RATE PROBABILITY DISTRIBUTION

The Rocky Mountain Arsenal report (Ebasco,1994) describes the methodology used to generate
the estimates of the time-weighted average breathing rates among biological workers A brief
description 1s given here Activity patterns were divided nto three categories based on the extent
of contact with site soils

P1 (indoor), P2 (middle), and P3 (higher)

Survey data on activity patterns among biological workers were used to develop a discrete
probability distribution for the amount of time engaged m each category In addition, three
categories of breathing rates were specified

BR (lower = 0 66), BR (middle = 2 0), and BR (heavy =3 8)
The time-weighted average was calculated based on the following equation

TW. A = (Plower ) (B Rlower) + (Rmddle ) (B Rmxddle) + (Eugh ) (B thgh)

A Monte Carlo simulation was run to randomly sample from the probabulity distribution for P,
with each iteration yielding a different estimate of the time-weighted average breathing rate The
summary statistics for the cumulative distribution are given below

empirical distribution function = {percentiles, values} = {0 01, 0 025, 0 05, 0 075,010, 0 25,
050,075,090,0925,095,0975,099}, {072,072,072,073,073,080,1 14,147,196,
207,212,2 45,245}

These data could be incorporated nto a probabilistic model directly as an empirical distribution
A beta distribution was fit to the summary statistics because 1t 1s both flexible in shape and
defined by a mmimum and maximum value The process used to generate the probability
density function, as described above, will generate a plausible estimate of the mintmum (100%
of exposure time at lowest breathing rate) and maximum (100% of exposure time at highest
breathing rate) This characteristic of the data set lends itself to a close fit to the beta
distribution
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Table A-40. Confidence ratings for Inhalation Rate for Wildlife Refuge Worker scenario

Considerations I Rationale T Rating
Study Elements
e Level of peer Ebasco, 1994 study of survey data on activity patterns among | Medmum
review biological workers used to develop a discrete probabihity
distribution for the amount of time engaged 1n one of three-
activity levels category
e Accessibility All information 1s from the Rocky Mountain Arsenal (RMA) | High
report
¢ Reproducibility Individual-level data from questionnaires and interviews are Medmum
unavailable
e Focus on factor of | Study focused on survey of activity patterns of biological Medium
mterest workers Inhalation rates are based on Exposure Factors
Handbook (U S EPA, 1997)
¢ Representativeness | Studied biological workers, which 1s relevant to the wildlife High
of study population | refuge workers
e Primary data Involved data collection High
e Currency Recent studies were evaluated (within 10 years) High
e Adequacy of data Insufficient information presented to assess the data collection | Medium
collection pertod pertod
e Validity of Concept of combining minute volume with time activity Medium
approach patterns 1s appropriate
e Study size Study group si1ze not specified Low
e Charactenzation of | Data yield a robust empirical distnbution Goodness-of-fit Medium
vanabihty and graphical evaluations of fit were conducted and support
the use of a beta distnibution
e Lack of biasn Critena for selecting subjects are unknown High
study design
e Measurement error | Cannot assess this element without further details regarding Low
study protocols and analysis
Other Elements
e Number of studies | One study, although numerous supporting studies provide High
minute volume data for purposes of comparison
s Agreement There 1s general agreement about the utility and High
between researchers | representativeness of the study
Overall Confidence Minute volumes were not measured directly, however a site- Medium
Rating specific study on a relevant population 1s preferred over
surrogate studies
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A213 NOTES ON THE BETA DISTRIBUTION

The following discussion presents basic information on the use and definition of the beta
distribution, and summarizes a comparison of the distribution functions used by RESRAD 6 0
and Crystal Ball® v 4 0g Further mformation on these distributions can be obtamed from the
user’s manual or help menus included with the respective software

Why use the Beta Distribution? — The beta distribution 1s very flexible due to its two shape
parameters It can assume nearly any shape, including nght skewed, left skewed, symmetric, and
uniform (rectangular) Most lognormal distributions can be approximated well with a beta
distribution An advantage of the beta distribution is that 1t 1s bounded by definition at both a
mimmum and maximum value Other distributions may require more arbitrary definitions for
truncation limits This does not mean that use of the beta removes the decision making
altogether As with the lognormal distribution, which 1s bounded at zero by defimtion,
sometimes a higher “lower limit” 1s needed For example, 1f we describe body weight with a
lognormal distribution, 1t would not make sense to allow for a 0 kg individual, so a truncation
limit would be needed to increase the minimum value to a plausible range The same common
sense applications should accompany the use of the beta distribution

Rescaling and Relocating the Beta Distribution [0, 1] — Most algornithms define the shape of the
beta for values in the mterval [0, 1] The distribution can then be rescaled to different units, and
relocated, while still maintaining the shape The algorithms used to accomplish this rescaling
and relocating can vary The easiest and most straightforward approach 1s to select or fit the two
shape parameters for the interval [0, 1] and then adjust the scale as follows

betay,,, mx) = Min + (max —mn) x betay, )

goodness-of-fit software will fit all four parameters [a;, o, min, max] simultaneously A good
test of these parameter estimates would be to rescale a data set so that all values lie within the
mnterval [0, 1]—dividing by the maximum value in the data set 1s one approach

The beta distribution as used in RESRAD and Crystal Ball®— For the EPA standard nisk
methodology approach, simplify your life by removing the “scaling” parameter 1n Crystal Ball®
(1 ¢, set scaling parameter s = 1 0) Define the assumption cell for the vanable as usual, so that 1t
yields a value 1n the nterval [0, 1], then include the min and max 1n the nisk formula as shown
above To convert units of vanables defined in the EPA Standard Risk Methodology spreadsheet
so that they match the RESRAD units, apply the conversions only to the [min, max], do not
modify the shape parameters See the Example 1 below for a more visual explanation
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The RESRAD 6 0 Beta Distribution Function

f(x) = (P+Q-D'(x - Min)" (Max — x)2™
(P -DYQ -1 (Max — Min)"*e!
where,
P = shape parameter (alpha 1 or a;)
Q = shape parameter (alpha 2 or a,)
Mm = mmmum
Max = maximum

for P > 0 and Q > 0, and Max > Min

If the generic interval [min, max] 1s defined as [0, 1] then the equation reduces to

_(P+Q-D'(X)™(1-x)%"
B (P-D'(Q-1)

f(x)

and the beta random variate hies within the interval 0 <x <1
The Crystal Ball® Beta Distribution Function

Using the same parameter notation as RESRAD

_ P+Q-D'x/s)F ' (1-x/5)!

f(x)
P-D)'(Q-1)
where,

P = shape parameter (alpha 1 or ;)
Q = shape parameter (alpha 2 or o)
s = scale parameter
Mm = mimmum
Max = maximum

forP>0,Q>0,(P+Q+1)<1750, Max > Min, and s >0

This definition will yield a beta random variate that lies within the interval 0 <x <s, as well as
the interval [min, max] Since both conditions are satisfied, 1f the min > 0 or max <, this can
result i a very “truncated” looking distribution Note that Crystal Ball® yields the same

equation as RESRAD if (and only 1f) the scale parameter, s, 1s setto 1 0
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Example 1. Unit Conversions and the beta distribution, X ~beta(alpha 1, alpha 2).

Assume data are collected for vaniable X, and fit to a beta distribution X ~ beta (2,7) with a
mimmmum of 0 2 and maximum of 1 2 Now assume that the untts for the vanable are converted
by multiplying by 10 A new beta distribution 1s fit to thus data set yielding X ~ beta (2, 7), but
with 2 new mmimum of 2 0 and maximum of 12 0 (multiply previous min and max by 10) Note
that the two shape parameters do not change, so the shape of the probability density function
remains the same 1n the graphs below Only the scale of the x-axis 1s modified by the change n
the interval Parameters are [alpha 1, alpha 2, min, max]

Figure A-18. Probability density functions (PDF) for the beta distribution defined by the same
shape parameters, but different scaling parameters (mmmmum and maximum)
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A2.2 EXPOSURE FREQUENCY

For the Wildlife Refuge Worker scenario, exposure frequency represents the average number of
days per year that a refuge worker spends on site The Bureau of Labor Statistics maintains
National Survey Data on occupational activity patterns The Superfund default central tendency
and RME estimates for workers (both full-time and part-time) are 219 days/yr and 250 days/yr,
respectively The 250 days/yr reflects an individual who works 5 days per week for 50 weeks of
the year (thereby taking a single two-week vacation, for example) These estimates are based on
National Survey Data of the U S population from 1991

Since 1t 1s likely that different occupations may reflect substantially different activity patterns,
1deally a sub-category representative of wildhfe refuge workers would be used to estimate
exposure frequency Such occupation-specific information has been obtained by the U S Fish
and Wildlife Service 1n a National Wildhife Refuge Survey, in which wildlife refuge workers
were mterviewed from three refuges (Crab Orchard, IL, Malheur, OR, and Minnesota Valley,
MN) Additionally, data for 33 wildlife refuge workers are summarized i the Rocky Mountain
Arsenal report (Ebasco, 1994) The responses allow for estimates of either hours per day or days
per year While the sample size 1s relatively small, the estimates are simular to that of the
National Survey Data, and provide a more occupation-specific data set for the exposure scenario
characterized 1 this analysis

A2.2.1 PROBABILITY DISTRIBUTION FOR EXPOSURE FREQUENCY

This report recommends the following probability distribution for use 1n risk equations that are
based on EPA Risk Assessment Guidance for Superfund (U S EPA, 1989) 1n order to
characterize interindividual variability m exposure frequency among wildhife refuge workers

EF ~ Truncated Normal (225, 10.23, 200, 250) days/yr

The truncated normal distribution 1s defined by four parameters

e anthmetic mean 225 days/yr
e standard deviation 1023 days/yr
* mimmum 200 days/yr
® maximum 250 days/yr

The probability distribution (PDF and cumulative distribution function) 1s shown m Figure A-19
Given that a normal distribution has mfinite lower and upper tails, 1t 1s reasonable to truncate the
distribution at plausible bounds The effect of the truncation limut 1s to alter the original
parameter estimates (mean, SD) that are effectively used in a Monte Carlo simulation For this
analysis, the coefficient of variation (CV = SD / mean) 1s very low (0 05), so truncating at

200 and 250 days/yr has a mimimal effect These truncation limits remove 0 7% of the tail at
both ends, and due to the symmetrical shape, there 1s no change in the mean or SD
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Figure A-19. Probability density function and cumulative distribution function views of the truncated
normal distribution for (adult) exposure frequency (days/yr) for the wildlife refuge worker

A222 UNCERTAINTIES IN THE EXPOSURE FREQUENCY PROBABILITY DISTRIBUTION

The use of a normal distribution 1s supported by the data reported 1n the Rocky Mountain
Arsenal by U S Fish and Wildlife on wildlife refuge workers 1n three different locations
(Ebasco, 1994) The AM (225 days/yr) 1s shightly greater than the CTE reported by the Bureau
of Labor Statistics for all occupations (219 days/yr) The maximum value of 250 days/yr 1s
consistent with the RME estimate recommended for use at Superfund sites, and may be viewed
as a reasonable upper bound for individuals who work weekdays only, and take two weeks of
vacation per year The lower bound of 200 days per year suggests that the range among different
workers at the refuge 1s relatively narrow (1 e , 50 days)
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Table A-41 Confidence ratings for exposure frequency for Wildlife Refuge Worker scenario

Considerations I Rationale | Rating
Study Elements
e Level of peer Data collected by U S Fish and Wildlife on wildhfe refuge High
review workers 1n three different locations (Ebasco, 1994) Reported
1n Rocky Mountain Arsenal (pp B 3-149-150) Truncation
limits are professional judgment The maximum value of 250
days/yr 1s consistent with the RME estimate recommended for
use at Superfund sites, and may be viewed as a reasonable
upper bound for individuals who work weekdays only, and
take two weeks of vacation per year The lower bound of 200
days per year suggests that the range among different workers
at the refuge 1s relatively narrow (1 e, 50 days)
e Accessibility See above High
e Reproducibility Results may differ as activity patterns change over time, data | Medium
are from surveys Information on questionnaires and
mterviews were not provided
¢ Focus on factor of | Assume that survey questions are basic — days per year on High
Interest average spent at work
e Representativeness | Study 1s based on survey data of biological workers High
of study population
e Primary data Three studies High
e Currency Study was published within 10 years Medium
e Adequacy of data Not considered to be a cnitical factor in biasing the survey High
collection period results
e Vahdity of Approach 1s based on questionnaires and interviews High
approach
e Study size Study group size 1s small (n = 33) Low
e Charactenization of | The AM (225 days/yr) 1s slightly greater than the CTE Medium
variability reported by the Bureau of Labor Statistics for all occupations
(219 days/yr) Standard deviation 1s from the study, and
suggests that vanance 1s low for this vanable
e Lack of bias 1n No basis for evaluation None
study design
e Measurement error | Potential error associated with recall, unless records are Medum
reviewed
Other Elements
o Number of studies | Three, despite small sample size studies are adequate Medium
o Agreement between | U S Fish and Wildlife study data are presumed to be well Medtum
researchers reviewed General agreement that study data are relevant
Overall Confidence Site data support intuition about employment patters during Medium
Rating the year for full time workers Variance from three studies 1s
small, despite small sample size Uncertainty in truncation
limts, especially on the low end
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A.2.3 EXPOSURE DURATION

For the Wildlife Refuge Worker scenario, exposure duration represents the number of years that
a refuge worker spends on site  The U S Bureau of Labor Statistics maintains National Survey
Data on occupational activity patterns The Superfund default RME estimate for both full time
and part-time workers 1s 25 years, based on the 95® percentile of the number of years worked at
the same location reported 1n 1990

There 1s a wide range of reported job tenures among different categories of occupations The
Exposure Factors Handbook (U S EPA, 1997, Table 15A-7) summanzes data reported by Carey
(1988) for 109 mullion adults (16+ years) The median job tenure for the entire survey (all ages,
male and female) 1s 6 6 years, however this varies by occupation and age Examples of median
job tenure for selected occupations are given 1n Table A-42

Table A-42 Median job tenure for selected occupations based on Carey (1988) as reported 1n the
Exposure Factors Handbook (U S EPA, 1997, Table 15A-7)

Occupation Median Occupation Median
Tenure (yrs) Tenure (yrs)

Barbers 248 Health technologists and 63
technicians

Farmers, except horticulture 211 Supervisors, agricultural 52
operations

Construction mnspectors 107 Machine operators 45

Admmstrators and officials, 89 Biological technicians 44

public admin

Surveymng and mapping 86 Animal caretakers, except 35

technicians farm

Science technicians 70 Information clerks 27

The major limitation 1n using these data to estimate exposure duration for nisk assessment 1s that
they reflect time spent 1n an occupation rather than time spent at a particular job site In addition,
these data reflect median job tenures, whereas the complete distribution of tenures within a
category 1s of interest Ideally, a sub-category representative of wildlife refuge workers at one
site would be used to estimate exposure duration Such occupation-specific information has been
obtained by the U S Fish and Wildlife Service 1 a National Wildhife Refuge Survey, in which
wildhife refuge workers were interviewed from three refuges (Crab Orchard, IL, Malheur, OR,
and Minnesota Valley, MN) Data for 80 wildlife refuge workers are summarized in the Rocky
Mountain Arsenal report (Ebasco, 1994) Of these workers, 33 values reflect incomplete tenures,
and 47 values reflect completed tenures The responses allow for estimates of years spent at one
refuge, regardless of whether job activities changed While the sample size 1s relatively small,
the estimates are similar to that of the National Survey Data, and provide a more occupation-
spectfic data set for the exposure scenarto characterized 1n this analysts
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A231 PROBABILITY DISTRIBUTION FOR EXPOSURE DURATION

This report recommends the following probability distribution for use m risk equations that are
based on EPA Risk Assessment Guidance for Superfund (U S EPA, 1989) 1n order to
charactenize interindividual vaniability in exposure duration among wildlife refuge workers

ED ~ Truncated Normal (7.18, 7, 0, 40) years

The truncated normal distribution 1s defined by four parameters

¢ arithmetic mean 7 18 years
e anthmetic standard deviation 7 years
¢ mnimum 0 years
* maximum 40 years

The probability distribution (PDF and cumulative distribution function) 1s shown 1n Figure A-19
Given that a normal distribution has infinite lower and upper tails, 1t 1s reasonable to truncate the
distribution at plausible bounds A munimum of zero was chosen to avoid negative values, and a
maximum of 40 years was chosen to be approximately five standard deviations from the mean,
so as to minimize the effect on the parameter estimates 1n the Monte Carlo simulation The
effect of the truncation limit 1s to alter the original parameter estimates (mean, SD) to (9 1, 5 6),
an mcrease of 27% 1n the mean and reduction of 27% n the SD It 1s clear from Figure A-20
that the truncation hmit reduces a sigmficant fraction of the low-end values, 1n such cases, 1t 1s
generally preferable to use an alternative distribution that requires less truncation (e g ,
lognormal) This was not done for this analysis given that the data were not reported in a manner
that would allow for exploration of alternative probability density functions

The 50™, 90®, 95®, and 99™ percentiles of this distribution are 7 2, 16 2, 18 7, and 23 5 years,
respectively
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Figure A-20 Probability density function and cumulative distribution function views of
the truncated normal distribution for exposure duration (years) for the wildhfe refuge
worker
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A.2.3.2 UNCERTAINTIES IN THE EXPOSURE DURATION PROBABILITY DISTRIBUTION

The use of a truncated normal distribution 1s supported by the data reported 1n the Rocky
Mountam Arsenal by U S Fish and Wildlife on wildlife refuge workers in three different
locations (Ebasco, 1994) Data from Carey et al (1988) for the U S population suggest that the
highest median tenure at one job 1s less than 30 years, and the median tenure of all occupations 1s
6 6 years The tenure for biological technicians 1s reported to be 4 4 years The use of a normal
distribution 1s professional yjudgment given the reported AM and SD for n = 33 biological refuge
workers (or 80 tenures) The U S Fish and Wildlife Service fit the normal distribution to these
data, although an alternative bounded distribution (e g , beta, lognormal) may be preferable given
the significant fraction of low-end values that are truncated below 0

Table A-43. Confidence ratings for exposure duration for Wildlife Refuge Worker scenano

Considerations l Rationale Rating
Study Elements
e Level of peer U S Fish and Wildlife survey of biological workers reported High
review in Rocky Mountain Arsenal report Supplemental data for
verification available from U S Bureau of Census, U S EPA,
and National Center for Health Statistics review of National
Survey Data Relevant analyses of census data in three major
studies are 1n the peer review literature
e Accessibility See above High
* Reproducibility Results may differ as activity patterns change over time, data | Medium
are from surveys Information on questionnaires and
mterviews were not provided
e Focus on factor of | Survey provides information on relevant cross-section of Medium
mterest population at specific points 1n tume, but not designed to
follow workers through time Uncertainty i extrapolating
from current employment duration to total employment
duration
¢ Representativeness | Study 1s based on survey data of biological workers High
of study population
e Primary data Three studies Medium
Currency Study was published within 10 years Medium
Adequacy of data Not considered to be a critical factor i biasing the survey Medum
collection period results
Valdity of Uncertainty in total occupational period because survey data Medium
approach mdicate years on job Questionnaires and mterviews
Study size Study group 1s small (n = 33) Low
Charactenzation of | Mean and vanance are from study data, truncation limits are High
variability professional judgment that values are nonnegative and within
5 SD’s of the mean most often
Lack of bias 1n No basts for evaluation Medium
study design
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Considerations Rationale Rating

e Measurement error | Potential error associated with recall High

Other Elements

e Number of studies | Three, despite small sample size High

e Agreement U S Fish and Wildlife study data are presumed to be well Medium
between researchers | reviewed General agreement that study data are relevant

Overall Confidence Assumed to be a conservative (biased high) estimate of Medium

Rating duration at the same job Uncertainty due to small sample size

and extrapolation to upper truncation limit

A24 MASS LOADING

The probability distribution for this exposure vanable 1s the same as described 1n the rural
resident scenario (see Section A 1 9)

A.2.5 ADULT SOIL INGESTION

The basis for the uniform probability distribution for this exposure variable 1s the same as
described 1n the rural resident scenario (see Section A 1 1) For the Wildlife Refuge Worker
scenario, however, an additional time factor 1s mtroduced — exposure time Because RESRAD
cannot account for this factor explicitly 1n the estimate of a ime-weighted average dose, it 1s
necessary to adjust the ingestion rate factor upwards to allocate an 8-hour activity over a 24-hour
period The approach for rescaling the uniform distribution for ingestion rate 1s described below

A25.1 RESCALING THE UNIFORM DISTRIBUTION FOR EACH LAND USE SCENARIO IN
RESRAD

Although the probability distribution for so1l ingestion rate presented above 1s considered to be
equally applicable for each land use scenario, in RESRAD the input parameters need to be
rescaled to reflect a different approach to calculating a time-weighted average dose The
calculations using the EPA Standard Risk equations do not require the same rescaling since they
explicitly include vanables for exposure time and exposure frequency By contrast, RESRAD
accounts for these terms 1n the so1l ingestion rate term, as well as terms representing Indoor Time
Fraction, and Outdoor Time Fraction (explained below) The difference in model structure
between RESRAD and EPA Standard Risk equations has no impact on the point estimate
calculations, but 1t does introduce minor differences 1n the overall variability n dose (and risk)
estimated with the probabilistic assessment

A252 RESCALING SOIL INGESTION RATE FOR WILDLIFE REFUGE WORKER SCENARIO
In RESRAD, for the Wildlife Refuge Worker scenario, the average daily soil ingestion rate needs

to be allocated over a one-year period As with the Standard Risk equations, ingestion of
contaminated so1l 1s assumed to occur only during the work period The amount of time spent at
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work can be converted to an equivalent daily period based on the exposure time (hours/day) For
simplicity, a pomt estimate for exposure time (8-hours/day) was used to rescale the parameters
Accordingly, the parameters of the uniform distnibution (mmimum and maximum) were rescaled
with the following multiplier

IngestionRate X
8hrs/day 24 hrs/ day
_ 24hrs/day Ingestion Rate = 3 0 x Ingestion Rate
8hrs/day

Therefore, the equivalent parameters of the uniform distribution for RESRAD are as follows

* mmimum 30x 0g/yr=0g/yr
e maximum 30x4745 g/yr=142 35g/yr

Despate using different parameters for the uniform distribution for soil ingestion rate, the input to
RESRAD will yield the same effective point estimate of dose as the Standard Risk equation In
addition to a so1l ingestion rate term, RESRAD also has input vanables for the following Indoor
Tmme Fraction (1dF) and Outdoor Time Fraction (OdF) These vanables refer to the fraction of
time during a year the receptor 1s indoors or outdoors, and on site (1n the contaminated area)
Knowledge of the exposure time and exposure frequency 1s needed to calculate these terms In
general, they will not sum to 1 0, unless the receptor 1s assumed to be on site contmuously (1 e,
24-hours per day, 365 days per year) The rural resident 1s assumed to be on site 24-hours/day,
but not 365 days/yr Since the unit conversion for soil ingestion rate parameters between
Standard Risk equations mputs and RESRAD inputs depends only on the exposure time, no
conversion 1s needed for the Rural Resident scenario, as presented above

In the Wildlife Refuge Worker scenario, workers are assumed to spend half of their ime indoors
while on site  This information 1s used 1n the dertvation of the average annual mass of soil
mngested indoors on site for both the RESRAD and Standard Risk equations to highlight
similanties and differences of the two modeling approaches

Assuming an exposure frequency of 250 days/yr, the following input value 1s calculated for IdF
for RESRAD

IdF = Fraction of Time Indoors While OnSite x Fraction of Time On Site

= (0 50)x
24hrs/day 365days/yr

exposure time _ exposure frequency]

= OSOxix@=0 114
24 365

For RESRAD, the average annual mass of so1l ingested indoors on site 1s equal to the product of
soil ingestion rate and IdF (142 35 g/yr x 0 114), or 16 25 g/yr It should be noted that the
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exposure time appears in both the derivation of the so1l ingestion rate (denominator) and the IdF
term (numerator), effectively canceling out exposure time from the equation For the Standard
Risk equation approach, the average annual mass of so1l ingested indoors 1s equal to the product
of soil ingestion rate, exposure frequency, and IdF (130 mg/day x 001 g/mg x 250 days/yr

x 0 50), or 16 25 g/yr In addition, a second factor can be added to account for the reduced
transport of material indoors 1f windows are shut for most of the day (e g, office space) This
factor 1s referred to as the mmdoor dust-shielding factor

The same calculation applies to the soil ingested outdoors When point estimates are used for
so1l ingestion rate and the time averaging vanables (exposure time, exposure frequency),
RESRAD and Standard Risk equations will yield the same result It should be noted, however,
that 1n the probabilistic analysts using the Standard Risk calculations, the same point estimate 1s
used for exposure time (8 hours/day), but exposure frequency 1s described by a normal
probability distribution (mean = 233 days/yr, SD = 10 days/yr) with an upper truncation lrmit
(maximum) equal to 250 days/yr In RESRAD, IdF and OdF are characterized as point
estimates, thereby reducing the variability mn the dose Since the maximum value for exposure
frequency was selected as the point estimate to denive IdF and OdF for the Wildlife Refuge
Worker scenario, on average, RESRAD will tend to yield a slightly higher estimate of so1l
mgestion than the Standard Risk equations

A.3.0 INHALATION RATE (IR_AIR) FOR THE OFFICE WORKER

A pomt estimate value of 1 1 m*/hr was used m the 1998 Rocky Flats Programmatic Preliminary
Remediation Goal (PPRG) spreadsheets This value 1s based on the International Commuission
on Radiological Protection (ICRP) value for inhalation rate for sedentary workers (ICRP, 1979)
In order to achieve the proper apportionment for RESRAD 6 0, this rate 1s assumed to be
constant for the entire year, resulting 1n the value of 9,636 m*/yr, which was used as RESRAD
mnput

A3.1 EXPOSURE FREQUENCY FOR THE OFFICE WORKER

The point estimate value of 250 days/yr used 1n this assessment 1s from the 1998 Rocky Flats
PPRG spreadsheets This value corresponds to U S EPA’s RME value, which 1s viewed as a
reasonable upper bound for individuals who work weekdays only and take two weeks of vacation
per year

A.3.2 EXPOSURE DURATION FOR THE OFFICE WORKER

The point estimate value of 25 years used 1n this assessment 1s from the 1998 Rocky Flats PPRG

spreadsheets This value 1s the standard U S EPA RME default for occupational/commercial
workers (U S EPA, 1991a)

AJ33 SOIL INGESTION RATE FOR THE OFFICE WORKER

A point estimate approach was used to calculate dose and risk for the Office Worker scenario
For adult so1l ingestion rate, 50 mg/day was selected to represent the RME individual in the
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workplace, consistent with the EPA Risk Assessment Guidance for Superfund, Supplemental
Guidance, ““Standard Default Exposure Factors” (U S EPA, 1991a) Like the wildlife refuge
worker, office workers are assumed to work 8-hours per day, 250 days a year Therefore, the
pomt estimate for soil ingestion rate for the Oftice Worker scenario in RESRAD 1s calculated as
(8 0 x 50 mg/day x 0 001 g/mg x 365 days/yr), or 54 75 g/yr

A4.0 INHALATION RATE (IR_AIR) FOR THE OPEN SPACE USER

Point estimate values of 2 4 and 1 6 m*/hr were used for the adult and child, respectively for
periods spent on the site In order to achieve the proper apportionment for RESRAD 6 0 these
rates must be assumed to be constant for the entire year, resulting in values of 21,024 and
14,016 m*/yr, which were used as RESRAD mputs Because the RESRAD limiting value for
inhalation rate 1s 20,000 m*/yr, this value was used for the adult open space user, with an
estimated under prediction of total dose on the order of 1%, since the inhalation pathway
contributes little to the total dose

A.4.1 EXPOSURE FREQUENCY FOR THE OPEN SPACE USER

The pomt estimate value of 100 days/yr used in this assessment 1s from the 1998 Rocky Flats
PPRG spreadsheets Ths value 1s the 95™ percentile of the number of visits per year as
determined 1n a survey conducted by Jefferson County Open Space in 1996

A.4.2 EXPOSURE DURATION FOR THE OPEN SPACE USER

The point estimate value of 30 years used 1n this assessment 1s from the 1998 Rocky Flats PPRG
spreadsheets This value 1s the standard U S EPA RME defaults for residential receptors (U S
EPA, 1991a)

A.4.3 SOIL INGESTION RATE FOR THE OPEN SPACE USER

A pomt estimate approach was used to calculate dose and risk for the Open Space User scenario
For adult so1l ingestion rate, 50 mg/day was selected to represent the reasonable maximum
exposed individual 1n the workplace, consistent with the EPA Risk Assessment Guidance for
Superfund, Supplemental Guidance, Standard Default Exposure Factors (U S EPA, 1991a)
Adult and child open space users are assumed to visit 100 times a year and spend an average of
2 5 hours per visit on site A pomnt estimate of 50 mg/day for the Standard Risk equation can be
converted to an equivalent value for use in RESRAD by applying the exposure time as a
rescaling multiplier, as discussed 1n the section on the Wildlife Refuge Worker scenarno above

IngestionRate X
2 Shrs/day 24 hrs/ day
X= M x Ingestion Rate = 9 6 x Ingestion Rate
2 Shrs/day
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Therefore, the point estimate for soil ingestion rate for the adult open space user m RESRAD 15
calculated as (9 6 x 50 mg/day x 0 001 g/mg x 365 days/yr), or 175 2 g/yr Simuilarly, for the
child open space user, the RME point estimate 1s assumed to be 100 mg/day, twice that of adults
For RESRAD, the equivalent point estimate 1s 175 2 g/yr x 2, or 350 4 g/yr

A.5.0 AREA OF THE CONTAMINATED ZONE

The RESRAD computer model performs two main calculations to assess the impacts of
radionuchides 1 soil (1) a dose (or nisk) calculation based upon soil concentrations of
radionuchdes which are mput into the model (which could be thought of as the site conditions
before cleanup), and (2) an RSAL calculation which 1s based upon the mherent properties of the
radionuchides 1dentified as contarmnants coupled with the other physical properties of the site
(site conditions after cleanup to the RSAL value) In both cases the RESRAD model simplifies
the calculation by assuming that the contaminatton 1s uniformly present throughout the area of
the contaminated zone, which 1s an area 1n square meters (circular or other specified shape)
presented as an input parameter

The assumption of uniform contamination 1s oversimplified when applied to a dose calculation at
a site before cleanup, since the contamination 1s rarely umiformly distnbuted (Performing
multiple RESRAD runs on increments of the area of consideration, which are contaminated at
different concentrations, and combining the results often addresses such a problem ) However,
the assumption of uniform contamination 1s both reasonable and conservative when applied to
the RSAL calculation, for a site after cleanup Particularly, it 1s a conservative assumption,
because, m assuming uniform contamination, 1t overestimates the actual situation (where some of
the contaminated area has been cleaned up to below the RSAL value) Since the purpose of this
Task 1s the computation of dose and nisk based RSALSs, the use of the RESRAD model with this
assumption should not give cause for concern

The area of the contaminated zone has been 1dentified as an important parameter 1n Chapter 4 for
the combined pathway sensitivity analysis Inspection of the mathematical formulas used by
RESRAD for each pathway (Yu et al , 2001) shows that all pathways are independent of area,
except the air inhalation and gamma exposure pathways Moreover, work with the RESRAD
gamma exposure pathway shows that 1t “saturates” at relatively small areas (less than 1,000 m’
or about one fourth acre) This 1s understandable, since the exposure rate from gamma emtters
drops off rapidly (1nverse square law) with distance from the source

The nhalation pathway, investigated alone, saturates relatively slowly due to the effect of the
area of the contamination zone on the area dilution factor used by versions of RESRAD later
than 4 65 When taken in combination with all other pathways, however, 1t 1s seen that the slow
saturation of the inhalation pathway contributes very little to the total dose, which 1s dommated
by so1l and plant ingestion contributions (both area-independent) Selection of the value of
1,400,000 m? for the circular area of the contaminated zone (the area known to be contaminated
above 10 pCy/g of plutonium at Rocky Flats), assures that the combined pathway analysis 1s
based upon saturation conditions
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A.5.1 DENSITY OF CONTAMINATED ZONE

The density of the contammated zone 1s 1 8 g/cm’, which 1s the rounded average bulk density for
the Rocky Flats Alluvium (Table A-44) The dry bulk density measurements summarized below
are taken from the following reports

French Drain Geotechnical Investigation (EG&G, 1990)
Operable Unit (OU) 1 Phase III RFI/RI Report (DOE, 1994)
OU4 IM/IRA Environmental Assessment Decision Document (DOE, 1994)
OU2 Phase II RFI/RI Report (EG&G, 1995)
Groundwater Recharge Study (EG&G, 1993)
Geotechnical Engineering Study, Sewer Line Installation South of Central
Avenue (Huntington, 1994)
e Geotechnical Engineering Investigation Report Addendum, Title III Waste
Management Facility Design (Merrick & Co , 1995)
e Preliminary Conceptual Design Document for Sanitary Landfill
(Merrick & Co , 1990)
¢ Geotechnical Investigation Report of OUS (DOE, 1995)

Table A-44 Dry bulk density of Rocky Flats alluvium

Number of Average Range ( g/cmg) Standard
Measurements (gcms) g Deviation
90 168 095-218 0257

These measurements are from intervals deeper than the 15 cm depth of the contaminated zone
and are therefore likely to be higher than densities typical of the contaminated zone The more
dense the soil, the more activity per volume of soil and the greater the potential dose due to
external wrradiation At the same time, as so1l becomes more dense the attenuation of external
radiation from below the surface increases

AS.2 THICKNESS OF CONTAMINATED ZONE

More than 90% of the Pu-239/240 and Am-241 radioactivity measured 1n so1l profiles for OU2 1s
contained 1n the upper 0 12 m, regardless of soil type or location Near-surface physical
activities (e g, freeze-thaw cycles) and biological activities (e g , earthworms and macropores
along decayed root channels) are considered the most important factors 1n the vertical
distribution of actinides at Rocky Flats The thickness of this zone has been set at 0 15 m, which
corresponds to both the RFCA defimtion of surface soil and the default surface so1l depth
typically found in EPA gumidance (U S EPA, 1992) In spite of the recogmition that the surface
so1l concentrations are typically measured in the top 0 05 m, with exponentially decreasing
concentration with depth, no credit was taken for the dilution of this surface contamination
through the 0 15 m depth Such dilution would reduce the effective concentration of
radioactivity 1n this deeper layer
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AS3 DEPTH OF ROOTS

The depth of roots (d;) 1s set at 0 15 m, equal to the thickness of the contaminated zone (T) The
cover and depth factor for root uptake (FCDy(t)), therefore, 1s equal to one (no effect) Ifd:1s
greater than T, a portion of the roots 1s outside the contaminated zone and the amount of root
uptake would be fractionated by the ratio of the two intervals (T/d;) Thus root depth
conservatively assumes that all roots are within the contaminated zone As has been discussed mn
Chapter 4, when all roots lie within the contaminated zone, the apparent sensitivity of both the
thickness of the contaminated zone, and the depth of roots vanishes

AS54 DEPTH OF SOIL MIXING LAYER.
As discussed 1n Chapter 4 on sensitivity analysis, the Depth of Soil Mixing Layer has been
chosen to be the same as the thickness of the contammated zone, 0 15 m, 1 order to

conservatively address the impact of this parameter on the amount of material available for
resuspension
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APPENDIX B

DESCRIPTION OF EPA’S RISK ASSESSMENT EQUATIONS

The following summary gives the risk equations by exposure pathways that were used to
calculate nisk given a concentration 1n soil (Cson) In the Excel spreadsheets, the risk equations
were rearranged to solve for RSALS Also included 1n the Excel spreadsheets 1s a summary
worksheet that gives the point estimates and probability distributions used 1n these equations
These equations apply to radionuclide exposure See Section 7 5 1 for further discussion of

concepts related to the nsk model and termmology

B.1.0 RiSK EQUATIONS FOR RESIDENTIAL SCENARIO
Receptor Population combined child (0 to 6 yrs) and adult (7+ yrs)
Health Endpoint cancer risk (chronic exposure) and non-cancer hazard index
Exposure Pathways 1nhalation, soil ingestion, homegrown diet, external exposure
Inhalation Pathway
ET
RlSkmhalanon = Csoxl x IRa_age x ED X EF X—2—4— x m X CF’I x [ETO + ET; X DF; ]X SF

where,

RisKnalsnon = €Xcess lifetime cancer nisk from mhalation of radionuclhide

Csanl = concentration 1n soil (pCr/g)

IR: age = age-adjusted mhalation rate (m’/day) (see below)

ED = exposure duration for chronic exposure (yr)

EF = exposure frequency (day/yr)

ET = exposure time at residence (hrs/day) [divided by 24 hrs/day]

ML = mass loading (pg/m’)

CF, = conversion factor (10 g/ug)

ET, = exposure time fraction, outdoors (unitless)

ET, = exposure time fractton, imndoors (unitless)

DF, = dilutton factor for indoor inhalation (unitless)

SFinh = nhalation slope factor (risk/pCr)

(R, oa X EDyyg) + (R, iy X EDqyr)
IRa age =
_ ag E D

where,

IRa child = halation rate for children (m*/day)

IRa aduit = inhalation rate for adults (m3/day)

EDchia = exposure duration during childhood (yr)

EDaquit = exposure duration during adulthood (yr)
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Residential Scenario (cont’d)

Soil Ingestion Pathway
RlSk:otl = C:ml x IRs_age x EDX EFX CFZ x SF;a:I
o Coou X IR, .. x EDx EF x CF,
ol = Bn’age X 365 X R oral
where,
Riskson = excess lifetime cancer risk from ingestion of radionuclhide 1n soil
Hlson = hazard index, noncancer risk from ingestion of chemical 1n so1l

Csonl concentration 1n soil (pCy/g for radionuchde, pg/g for chemcal)
*IR; age age-adjusted soil ingestion rate (mg/day)

ED = exposure duration (yr)

EF exposure frequency (day/yr)

CF, conversion factor (10~ g/mg)

CF; = conversion factor (10 g/pg)

i

ol

SFson = oral slope factor (risk/pCi)
BW, = age-specific body weight (kg)
RfDea = oral reference dose (mg/kg-day)

*Note that ingestion rates are age-specific, so each mgestion rate 1s estimated for both children
and adults, and weighted based on exposure duration

(IR etitd X ED g ) + (IRs aatatt X ED, adult)

IR = =
s _age E D
where,
IRs cia = 1ngestion rate for children (mg/day)
IR aqut = 1ngestion rate for adults (mg/day)
EDcmd = exposure duration during childhood (yr)
EDaaur = exposure duration during adulthood (yr)
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Food Ingestion Pathway

where,

where,
Csoxl
CF,
B,
DWC,

where,
Csml
CF,

r
DWC,

Appendix B

AR

] o

]

o

Riskg,, =(C,, +C,, +C,, )X CR,,.y x EDx SF,

) (va + Cpr + de)x Cwad x ED
BW x 365x RfD,

oral

HI,,,

excess hifetime cancer risk from ingestion of radionuclide 1 homegrown
fruit, vegetables, and gramn

hazard index, noncancer nisk from ingestion of chemical in foods
concentration m plant, vegetative fraction (pCvkg)

concentration 1n plant, root fraction (pCvkg)

concentration on plant, deposttion fraction (pCrkg)

consumption rate of homegrown fruit, vegetables, and grain (kg/yr)
exposure duration for combined child and adult (yr)

oral slope factor (risk/pCi)

oral reference dose (mg/kg-day)

va =CsotGCEXBvXDWCvXEJ

concentration 1n soil (ipC1/ 2)

conversion factor (10° g/kg)

soil-plant conversion factor, vegetation (unitless)

dry weight conversion factor, vegetative (pCrkg)

fraction of total vegetable mtake from vegetative portion (unitless)

C,=C

pr soll

x CF,x B, x DWC, x F,

concentration n soil ng1/g)

conversion factor (10° g/kg)

so1l-plant conversion factor, roots (unitless)

dry weight conversion factor, roots (pCrkg)

fraction of total vegetable intake from root portion (F; = 1-F,) (unitless)

c,=C

soil

xMprLT

pd
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where,

Csonl = prelimnary remediation goal, concentration in so1l (pCv/g)
ML, = mass loading factor for plant surfaces (g/m’)
*LT = lumping term for deposition (m>/kg)

* Note that particle deposition on leaf surfaces 1s estimated with the following lumping term

LT=de£xtli
4

In2
where,
Vg = setthng velocity (m/sec) = 0 002
r = average particle surface area to mass ratio (m’/kg) = 1 28, so (/4 = 0 32
m?/kg)
tin = half life for particle deposition (sec) = 1209600 or 14 days, so (ti2/ In2 =
1745000 sec)

Solving for LT with the values above yields LT = 1116 8 = 1 12x10° m*/kg

CR,,; = CR,, +CR,,, +(CR,., x HG,,,)

gramn gramn
where,
*CRfooda = consumption rate of homegrown vegetables, fruit, and gramn (kg/yr)
CRyeg = consumption rate of homegrown vegetables (kg/yr)
CRrurt = consumption rate of homegrown fruit (kg/yr)
CRgan = consumption rate of total grain (kg/yr)
HGgram = homegrown fraction for grain (unit less)

*Note that ingestion rates are age-specific, so each consumption rate 1s estimated for both
children and adults, and weighted based on exposure duration, as given by the following
equation
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Residential Scenario (cont’d)

(CRz_chtld X ED,;1 ) + (CRx_ acatt ¥ ED )

CR, .=
- ED
where,
CR, . = age-adjusted consumption rate of 1™ food type (kg/yr)
CR, e = consumption rate of 1™ food type for chuldren (kg/yr)
CR, aqat = consumption rate of 1" food type for adults (kg/yr)
EDe¢uig = = exposure duration during childhood (yr)
EDuyaut = exposure duration during adulthood (yr)

External Exposure Pathway’

ET
Risk,,, = Cypy x ACF X(E)x(—)x ED x [ETO +ET, x(1- S,_,)]x SF,,

365 24
where,
Raskex = excess lifetime cancer risk from direct external exposure to radionuchde in
so1l
Csorl = concentration 1n so1l (pCv/g)
ACF = area correction factor (untless)
EF = exposure frequency (day/yr)
ED = exposure duration (yr)
ET = exposure time, total time onsite (hrs/day)
ET, = exposure time fraction, outdoor (unitiess)
ET, = exposure time fraction, indoor (unitless)
Se = gamma shielding factor (umtless)
SFext = oral slope factor (risk/yr per pCr/g)

’Eq 4 of US EPA 2000 Soil Screening Guidance for Radionuclides User’s Gmde
EPA/540-R-00-007
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B.2.0 RISK EQUATIONS FOR OCCUPATIONAL SCENARIO (OFFICE,

WILDLIFE REFUGE)
Receptor Population adult (18+ yrs)
Health Endpoint cancer (chronic exposure), noncancer (see Section B 1 for examples)
Exposure Pathways mhalation, soil mngestion, external exposure
Inhalation Pathway
Risk y pouon = Cooy X IRX EDx EF x ET x ML x CF, x [ET, + ET, x DF |x SF,,

where,

Risknhaianon = e€xcess hfetime cancer nisk from mhalation of radionuchide

Csail = concentration 1n soil (pCv/g)

IR = inhalation rate (m*/hr)

ED = exposure duration for chronic exposure (yr)
EF = exposure frequency (day/yr)
ET = exposure time at workplace (hrs/day)
ML = mass loading (pg/m’)
CF, = conversion factor (10 g/ug)
ET, = exposure time fraction, outdoors (unitless)
ET, = exposure time fraction, indoors (unitless)
DF, = dilution factor for indoor mnhalation (unitless)
SF.n = 1nhalation slope factor (risk/pCi)
Sotil Ingestion Pathway
Risk,,, =C ,xIR x EDx EF xCF, xSF, ,
where,
Raskgon = excess lifetime cancer risk from ingestion of radionuchide 1n so1l
Csail = concentration 1n soil (pCv/g)
IR = adult so1l ingestion rate (mg/day)
ED = exposure duration (yr)
EF = exposure frequency (day/yr)
CF, = conversion factor (107 g/mg)
SFsal = oral slope factor (rnsk/pC1)
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Occupational Scenario (Office, Wildlife Refuge)

External Exposure Pathway

ET
Risk,y = Copq x ACF x [EJ x (—) x EDx [ET, + ET, x (1- 8, )| x SF,,,

365 24
where,
Riskex = excess lifetime cancer risk from direct external exposure to radionuchide in
so1l
Csail = concentration 1n soil (pCy/g)
ACF = area correction factor (unitless)
EF = exposure frequency (day/yr)
ED = exposure duration (yr)
ET = exposure time, total time onsite (hrs/day)
ET, = exposure time fraction, outdoor (unitless)
ET, = exposure time fraction, indoor (unitless)
Se = gamma shielding factor (unitless)
SFext = oral slope factor (nisk/yr per pCi/g)
B.3.0 RiSK EQUATIONS FOR OPEN SPACE USER

Receptor Population

combined child (0 to 6 yrs) and adult (7+ yrs)

Health Endpoint cancer (chronic exposure)
Exposure Pathways mhalation, soil ingestion, external exposure
Inhalation Pathway
RlSkmhaIanon = Csotl X IRa_age x EDx EF x ET x ML x CF‘I x SF;nh
where,
Riskinhatanon =  €xcess hifetime cancer risk from inhalation of radionuchde
Csoil = concentration 1n soil (pCv/g)
IR, age =  age-adjusted mhalation rate (m*/day) (see below)
ED = exposure duration for chronic exposure (yr)
EF = exposure frequency (day/yr)
ET = exposure time at open space (hrs/day)
ML = mass loading (pg/m’)
CF, = converston factor (107 g/ug)
SF.un = 1nhalation slope factor (risk/pCi)
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IR _ (IRa _chitd X ED .y ) + (IRa adutt X ED gy )

a _ age ED

where,

IR, chua = 1nhalation rate for children m’ /day)

IR: aqur = 1mhalation rate for adults (m’/day)

EDcpyia = exposure duration during childhood (yr)

ED.guit = exposure duration during adulthood (yr)
Soil Ingestion Pathway

RISksoxl = Csoxl x IRs_age x ED x EF x CFZ x SEmtl

where,

Risksey = excess hfetime cancer risk from ingestion of radionuchde 1n soil

Csail = concentration 1n soil (pCv/g)

*IRs age = age-adjusted so1l mngestion rate (mg/day)

ED = exposure duration (yr)

EF = exposure frequency (day/yr)

CF; = converston factor (107 g/mg)

SF.on = oral slope factor (risk/pCr)

*Note that mmgestion rates are age-specific, so each mgestion rate 1s estimated for both children
and adults, and weighted based on exposure duration

_ (IRs _chid X ED child ) + (IRS _ adult x ED adult)

IR =
s _age ED

where,

IRs cuia = 1nhalation rate for chuldren (mg/day)

IR 2aux = 1nhalation rate for adults (mg/day)

EDiua = exposure duration during childhood (yr)

ED.ut = exposure duration during adulthood (yr)
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External Exposure Pathway

EF ET
Risk,,, = C,,y x ACF x (——) x [—-) x ED x [ET, + ET, x (1~ S, )| x SF,,
365 24
where,

Riskexsy = excess lifeime cancer nisk from external exposure to radionuchde 1n soil

Cson = concentration 1 so1l (pCv/g)

ACF = area correction factor (unit less)

EF = exposure frequency (day/yr)

ED = exposure duration (yr)

ET = external time, total time onsite (hrs/day)

ET, = exposure time fraction, outdoor (unitless)

ET, = exposure time fraction, indoor (unitless)

Se = gamma shielding factor (unitless)

SFext = oral slope factor (risk/yr per pCv/g)
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APPENDIX C

RISK BASED SPREADSHEETS AND INSTRUCTIONS FOR USE FOR

This appendix describes the Excel spreadsheets that were developed to obtam both point

PROBABILISTIC CALCULATIONS

estimates (1 € , deterministic) and probabilistic estimates of risk and/or nisk-based so1l action
levels (RSALs) In addition, mstructions are provided on how to use Crystal Ball®, the add-in
software to Excel needed to execute the Monte Carlo simulations and reproduce the results
presented 1n the man report Appendix B presents a detailed description of the equations that

were used to calculate risk given a soil concentration of each radionuclide These same

equations were apphied to calculate RSALs (by rearranging the equation to calculate RSAL given
a target nisk level) Appendix A presents a detailed description of the derivation of probability
distributions and parameter values for exposure variables 1dentified by the sensitivity analysis as

mmportant sources of vartability or uncertainty Separate probabihistic calculations were

conducted for each radionuchide, and a sum-of-ratios (SOR) calculation was then apphed to
selected percentile values of the RSAL distributions to determine the final SOR-adjusted RSALs

C.1.0

Table C-1 lists the spreadsheets that were developed for calculating point estimates and

EXCEL SPREADSHEETS

probabilistic estimates of risk and RSAL A separate spreadsheet 1s available for each of the four
exposure scenarios (1) Rural Resident, (2) Wildlife Refuge Worker, (3) Office Worker, and
(4) Open Space User Examples of each spreadsheet are given 1 Figures C-4 to C-7

Table C-1 Excel spreadsheets developed for calculating nisks and RSALs with EPA Standard Risk

Methodology equations
Excel Spreadsheet Exposure Scenario Exposure Pathways
Inhalation Soil Food | External

EPA Standard Risk

Methodology resident xls Rural Resident X X X X
EPA Standard Risk

Methodology wildhife xls Wildlife Refuge Worker X X X
EPA Standard Risk

Methodology office xls Office Worker X X x
EPA Standard Risk

Methodology open xIs Open Space User X X X

The following features are available on each spreadsheet

¢ Calculate either risk or RSAL for each of the five radionuchdes (1 ¢ , Am-241, Pu-239,

U-234, U-235,U-238) The spreadsheet automatically sums risks across exposure
pathways (see Table C-1), and calculates the percent contribution of each pathway
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2 Select point estimates or probabihity distributions for mput vanables in the equations
by using the toggle provided at the top of the spreadsheet (see Figure C-1) It1s
1mportant that the toggle be set to probabilistic estimates prior to running a Monte Carlo
simulation Instructions for runming Monte Carlo simulations with Crystal Ball® are
given below

3) Calculate the percent contribution of each exposure pathway for each radionuchde If
the spreadsheet 1s used to calculate risk, the user must specify a concentration (pCy/g) for
the radionuchdes (1 e, cell C3) This concentration 1s applied to each radionuchide If the
spreadsheet 1s used to calculate RSAL, the user must specify the Target Risk level (e g,
1E-04, 1E-05, 1E-06) using cell J4 Ths target nisk 1s applied to each radionuchide Two
observations should be noted about these summary statistics

a Because the percent contribution by pathway 1s mmdependent of the chemical
concentration that s selected, the results given 1n cells 06: R11 apply to both the
nisk and RSAL calculations For example, using the point estimate setting, and a
soil concentration for Am-241 of 100 pCi/g, the total risk 1s 1 4E-04, and the
percent contribution of the soil ingestion pathway 1s 19 1% If the soil
concentration 1s doubled to 200 pCi/g, the total risk doubles to 2 9E-04, but the
percent contribution of the so1l pathway remains at 19 1%

b When the point estimate option 1s selected, there will always be only one set of
results for a given choice of soil concentration or target nsk However, when a
probabilistic estimate 1s selected, the spreadsheets will display one set of random
values for results This means that every time the spreadsheet 1s reopened, a
different set of values will be seen for the following* nsk results (cells C6: G11),
mput vanables (column F), percent contribution to risk (cells 06: R11) In order
to obtain summary statistics for the probabilistic approach, the user needs to run a
Monte Carlo simulation using Crystal Ball®

*NOTE Crystal Ball® requires a “place-holder cell” be set aside for each mnput variable Cells
under the heading “Probability Distribution, Value” in column F have been designated as the
“place holder cells” This particular set of cells allows the computer program to select values
from probability distributions while running a Monte Carlo simulation The values in these cells
should be considered random, and should NOT be interpreted as having any correspondence with
the point estimates that have been defined for the input variables See the warning note
(>>>NOTE<<<) on each worksheet, as shown m Figure C-1

(49)  Comment fields have been extensively used 1n each spreadsheet to provide additional
explanations to the user Cells with comment fields are denoted by the red triangle 1n the
upper right comer For example, in the EPA Standard Risk Methodology resident xls
spreadsheet, the following comment 1s attached to cell D16 to explain the units for
nhalation rate average daily mhalation rate given as m*/24hr because exposure time
may modufy it
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(5)  The slope factors are provided in a separate tab 1n each spreadsheet called “toxicity”
Several different references were evaluated to determne the appropnate slope

Point Estimates or Probabilistic Estimates

Instructions are provided at the beginning of each Excel spreadsheet to explain the steps 1n
calculating point estimates or probabilistic estimates of nsk or RSALs Table C-2 gives an
example of the instructions for the Rural Resident scenario  The following discussion provides
the same information in more detail

Each spreadsheet can be used to calculate nsk or RSAL using either pomt estimates or
probability distributions A toggle 1s provided at the top of each spreadsheet, as shown in
Figure C-1 It1s important that this toggle be set to “probabilistic estimates” prior to running a
Monte Carlo simulation

ﬂlm 400.0
[pCily mw%my

by Radioruclide inbalation
Am-241 264E-07 {153E-05| 417E-05 | 1 21E-05 8.9E-05
Pu-239 313E-07 {1 96E-05| 233E-06 8 74E-08 2.2E-05
U-234 107E-07 [112E-05| 513E-05 | 110E-07 6.3E-05
-235 950E-08 |111E-05| 507E-05 | 2.28E-04 2.95-04
U238 877E-08 [101E-05| 465E-05 | 218E-08 5.7E-05
1.2E+00

AEnoneance) 0 ODE+00 {1 12E+00] 8 70E-02 0 QOE+00

| > For caleviation of RSALs, input Target Risk (coll J4) @ Values are One Random |

Figure C-1. Toggle to select between point estimate results and probabilistic results for the Rural
Resident scenario  This 1s option should be selected first for each Excel Worksheet

Because pathway-specific calculations are given, the spreadsheets can also be used to calculate
the percent contribution to the total nsk (or RSAL) The total contribution 1s a function of both
the exposure and toxicity vanables for each radionuclide Table C-2 displays an example of the
results for the Rural Resident scenario It should be noted that since the percent contribution 1s
mdependent of the concentration in soil, the results would be the same regardless of whether the
spreadsheet 1s used to calculate risk or RSAL The equations are set up to track the percent
contributions for the forward-facing calculations of risk
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Table C-2 Results showing the percent contribution of exposure pathway by radionuchide The total
sums to 100% for each radionuchde The example 1s from one iteration of a Monte Carlo simulation
using the Excel worksheet for the Rural Resident exposure scenano

For the point estimate calculation, one set of final results will be displayed in the output range

(e g, cells 06: R11) However, for the probabilistic simulations, one set of results represents
one tteration (or trial) of the Monte Carlo simulation If a Monte Carlo simulation 1s run with
5,000 tnials, the calculations will be repeated 5,000 ttmes Therefore, when the worksheet 1s first
opened, the numbers displayed for the “probabilistic results” should be interpreted with caution
Each cell n this range can be tracked as a “forecast cell”, as discussed below, so that summary
statistics can be obtained after the simulation has ended Figure C-3 gives the probability
distribution of percent contribution for the so1l ingestion pathway for Am-241 under the Rural
Resident scenario In this example, one would conclude that the average percent contribution of
soil to the total risk of Am-241 1s 16%, however, the 95 percentile 1s 37% These means that
there 1s a 5% probability that so1l contributes more than one third to the total risk of Am-241 for
the rural resident population
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Figure C-2 Results of a Monte Carlo simulation with 5,000 iterations showing the probability
distnbution for the percent contribution of the so1l ingestion pathway to total Am-241 Risk under the
Rural Resident scenario The average contribution of the soil pathway is approximately 16%, while the
95™ percentile 1s approximately 37%
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C.2.0 CRYSTAL BALL® SETTINGS AND INSTRUCTIONS

Instructions for obtaming both point estimate results and probabilistic results are given mn each
Excel worksheet An example for the Rural Resident scenario 1s given in Table C-7 The
difference between the point estimate and probabilistic approaches 1s that under the point estimate
approach, all of the input variables are described by a single fixed values, whereas the
probabilistic results use a probability distribution for one or more mput variables The same set of
equations 1s used 1n both approaches

In order to run the Monte Carlo analysis with these worksheets, the following software was used
Crystal Ball® 2000 Professional Edition version 5 1 (Decisioneermg, 1986) Microsoft Excel
2000, and a Windows® 98 operating system While this appendix provides highlights of the
steps required to run a Monte Carlo simulation, 1t 1s not intended to be a comprehensive tutonal
or substitute for professional tramning classes in Monte Carlo analysis or probabilistic sk
assessment

Steps 7 to 14 of the Instructions given 1n Table C-7 provide a step-by-step guide to running a
Monte Carlo simulation It 1s highly recommended that one open a worksheet after having
opened Crystal Ball® By opening Crystal Ball®, Excel will automatically open as well Choose
to enable the macros when prompted After the spreadsheet 1s successfully opened, the
mmportant components of running an analysis can be divided 1nto 4 major areas (1) Specifying
probability distributions for one or more mput variables, (2) Inputting the Settings to run a
Monte Carlo analysis, (3) Specifying the cells that contain the output of interest, and (4) Running
the simulation  Table C-7 provides mstructions for using the Crystal Ball® commands given n
the pull-down menus of the toolbar Some of the same commands can be executed by using the
short-cut 1cons 1 the toolbar that 1s added to the desktop after Crystal Ball® 1s opened (see
Figure C-3)

Start Simulation

Define Define Clear Data
Assumption Forecast

Single Step

Reset Simulation

Figure C-3. Crystal Ball’s™ toolbar of short-cut 1cons that are added to the Microsoft Excel toolbar The
following describes the function and purpose of each icon

A Define Assumption — used to define the type of probability distribution and the parameter
values for the distribution In order to specify a distribution, a value 1s needed 1 a cell as a
placeholder These cells are highlighted green in Column F  Furst, click on the “place
holder” cell in Column F, and then click this 1con to view the distribution options Ifa
distribution 1s already assigned, you will see a graph of the distribution, and references to
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A

cells on the spreadsheet that define the parameters (1 € , Columns G:K If a distribution 1s
not yet assigned, you will see a Gallery of options In each worksheet, pre-defined cells are
highlighted with green shading

. Define Forecast — used to indicate which cell(s) to track during a Monte Carlo simulation m

order to present a distribution of results Options include nisk estimates, RSAL estimates,
and percent contributions of exposure pathways by radionuchde

. Clear Data — will remove a definition of either an assumption (A) or a forecast (B) Simply

select the cell, and click on the 1con Crystal Ball® will prompt the user to delete the
definitions

. Start Simulation — used to run a simulation after the run preferences have been defined

. Reset Simulation — used to reset the Crystal Ball® simulation to rerun a new simulation

This option should ALWAYS be selected for consecutive simulations

Single Step — used to run one iteration This 15 a useful feature to venfy that random values
are being selected for the desired cells mn a spreadsheet It has a similar utility to the F9 key
(Recalculate) 1n Excel
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Table C-7. Example of “Instructions Sheet” provided for the Rural Resident exposure scenano

Instructions for Using Excel Spreadsheets to Calculate Risk or RSAL with U S EPA Standard Risk Equations

Step

Description

Action

1

To begin open the spreadsheet
"Residential”

Click on the name at the bottom of this spreadsheet

2

Select type of calculation - point estimate or
probabilistic

Click on 1 of 2 options In the dialogue box at the top of Columns F & G

—
-

calculating point estimates, go to Step

s 3-6 If calculating probabilistic estimates, skip to Steps 7-14

Point Estimate Inputs - exposure and
toxicity

Change values for exposure vanables in Column =E=
Change values for dose-response in "Toxicity” tab

Risk calculation

Enter soil concentration in Cell C3 This value will apply equally to all radionuclides

RSAL calculation

Enter a target sk in Cell J4 This value will apply equally to all radionuclides

Results - Risk RSAL % by Pathway

Risk estmates are given in cells G6 G11

RSAL estimates are given in cells J6 J11

% by exposure pathway are given in celis 06 R11 these results apply equally to the nsk
or RSAL calculations

Monte Carlo simulations

T o —— R
Crystal Ball (CB) 1s needed to run Monte Carlo simulations If CB 1s not open exit Excel
open CB and open this spreadsheet

Enter Probability Distribution Functions
(PDFs) by Defining Assumptions

CB has a separate menu for inputting distnbutions  CB requires a umque cell for each assignment
of a distnbution Column F called "Values” has been reserved for this purpose  Cells that are
defined as PDFs are shaded "green" whereas cells that are defined as point estimates have no
[shading The defimtion of the PDF 1s given in the adjacent cells m Cob G K Toch
|parameter values simply change the values in Columns H K To change both the distribution
type and parameter values chck on the cell in Column F and choose "Cell / Define

Assumptions from the menu bar then select Gallery

&

Choose Resulits to Track

Results that may be of interest nsks RSALs % contnbution by pathway Be sure to
select the Probabilistic resuits” from the toggle in Columns F&G (See Step 2)

> Risk estimates are given in cells G6 G11

> RSAL estimates are given in cells K6 K11

> % by exposure pathway are given in cells 06 R11

10

Define Forecasts

Before running a Monte Cario simulation you need to identify which output cells to track
Click on the cell you want to track from among the options in Step 9 Choose “Celt /
Define Forecasts” from the menu bar Enter a unique name for the forecast cell (e g
Am-241 Risk) Repeat for each Forecast cell

1

Monte Carlo simulation settings
number of tnals, sampling

Choose these settings prior to running the first Monte Carlo simulation Options are
located n Run/ Run preferences  Click on Tnals to set the number of tnals (or
iterations) Click on Samphing to set the sampling to Latin Hypercube Click on Speed
and select options as desired to increase the sampling speed

12

Run a Monte Carlo Simulation

After the settings have been selected (see Step 11) run a simulation by clicking on the
solid green arrow that points to the nght on the menu bar or choose "Run / Run® To
Rerun a simufation 1t i1s import to RESET Crystal Ball Do this by chicking on the double
green arrows that point to the left on the menu bar

13

View Resuits

CB provides the following results automatically after a simulation 1s complete a graph
showing the distribution of results summary statistics in increments of 10th percentiles

A report can be generated by choosing Run/ Create Report® Additional percentiles can
be obtained If the statistic of interest is not generated by this report the data must be
exported to Excel and calculated manually within Excel Export data by choosing "Run/
Extract Data ,

14

Obtain Exact Results

Every time a Monte Carlo simulation 1s run values are selected at random from the
probabihity distnbutions defined as assumption cells Repeating simulations with the
same number of iterations will give similar but not exactly the same results To obtain
exactly reproducible results 1t 1s necessary to fix the random number seed and note all of
the settings This option 1s available i " Run / Run Preferences then chick on Sampling
and click on the box for Use the same Sequence of Random Numbers" and pick any
value for the seed ***NOTE this option will work for only the first simulation after
opening CB Therefore first close out of CB then reopen CB and the spreadsheet and
set the seed n order to test this option
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C.21 VIEWING RESULTS

When a simulation completes, Crystal Ball® will display results of the forecasts automatically,
unless this feature 1s disabled If results are not displayed, choose “Run/Forecast Windows/Open
all Forecasts” Crystal Ball® provides a variety of automated output, including graphs of the
forecast cells (both the probability density function and cumulative distribution function views),
a shder button on the graphs to obtain different percentile estimates, and summary statistics
tables with the mean, SD and selected percentiles If Crystal Ball’s® output does not provide the
desired summary, the raw data from each 1teration can be exported to a new Excel sheet
(“Run/Export Data™), where a separate data analysis can be performed

C.2.2 STABILITY OF THE OUTPUT DISTRIBUTIONS

The goal of a Monte Carlo stmulation 1s to provide a reasonable approximation of the output
distribution, given a set of mput distributions and an algebraic equation for risk or RSAL
Different numbers of iterations (referred to by Crystal Ball® as trials) may be needed, depending
on the characterstics of the input distributions, the form of the equation, and the statistics of
interest n the output distribution In general, statistics nearer to the tails of the output
distribution (e g , 5™ or 95™ percentiles) are less stable than statistics that describe the central
tendency (e g , AM, 50" percentile) For the nisk equations and distributions used 1 this
analysis, sufficient stability can be obtained with 10,000 iterations Examples are given for the
1 and 5" percentiles of the distribution of RSALs for Am-241 mn Figure C-9 One SD differs
from the mean by only 2% for the 5™ percentile and 5% for the 1% percentile based on

10 repeated simulations

C.23 REPRODUCING RESULTS EXACTLY

Sometimes 1t may be desirable to run a simulation that can be reproduced exactly Thisis a
useful feature for regulatory review or QA/QC of probabilistic models, for example The
following settings would need to be reported m order to reproduce simulation results exactly
worksheet, software used, forecast cell, number of trials of the Monte Carlo simulation, random
number seed, and sampling type (1 ¢ , Monte Carlo or Latin Hypercube) This feature was not
employed for the simulation results reported 1n this report However, each of the worksheets do
allow for this feature to be activated by selecting the “Run/Run Preferences” option in Crystal
Ball®
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Figure C-4 Example of results of stability evaluations for Monte Carlo simulations using the RSAL for
Am-241 and a Target Risk of 1x10 as an example The top graph 1llustrates the mean and standard
deviation at the 5% percentile RSAL for n = 10 simulations for different numbers of iterations, with the
“best estimate” equal to the mean for 50,000 iterations The bottom graph 1llustrates the same
information but for the 1% percentile RSAL
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APPENDIX D
COMPLETE RESRAD INPUT PARAMETERS FOR DOSE CALCULATIONS

Computer modeling of environmental radiation exposure involves considerable simplification,
mathematically, of a complex system This simplification can be justified—if 1t can be
demonstrated that the computer model gives similar results to other accepted models, or that 1t
can be vernified to accurately or at least, conservatively predict results that can be measured 1n
real environmental systems The RESRAD computer model has the advantages of being easy to
use, well documented, and successfully tested against other models and against several real
systems (Yuetal, 2001, Chapter S) The power of the RESRAD 6 0 model resides not only in
its extensive hibranes of radionuchde data, dose conversion factors, and default values for
parameters, but also 1n 1ts user friendly interface and ability to handle parameters nput as
distributions RESRAD 6 0 also can be used to run Monte Carlo simulations For all its
impressive features, RESRAD 6 0 1s mathematically a very simple model, especially for the
pathway calculations that are relevant at Rocky Flats The degree of simplicity mherent in
RESRAD 1s the result of the simphifying assumptions about the environmental system modeled,
and these assumptions, 1n turn, affect the degree of detail in scenario features and parameter
values that can be addressed by RESRAD

The primary simplifications inherent in RESRAD nclude the following

e The contaminated zone 1s circular in shape with the receptor 1n the center, but can be
modified by a user specified shape factor

e The residual contamination 1s of uniform concentration (highest value less than three times
the mean value, lowest greater than one-third the mean value) This 1s an appropnate and
even conservative assumption for a site that has been cleaned up to the RSAL value

e For areas of contamination greater than 1,000 m” (20,000 m’ for meat and nulk) all pathways
except the inhalation pathway are independent of area (saturated) Because of this, and the
assumption of uniform contamination, specific location of a receptor on a large cleaned up
site (like Rocky Flats 1n the future) would be unimportant, since the exposure rate would be
fairly uniform over the whole site

e For the mhalation pathway, a simple “box model”, modified by an area and wind speed
dependent dilution factor 1s assumed While this would be considered an mappropnate tool
for short-term transport modeling, 1t has been shown to be adequate for approximating dose
due to average exposure conditions over one year pertods Under such circumstances the
fluctuations 1n wind direction tend to average out, and the receptor 1s exposed to
contaminated dust at close to the value of average mass loading which 1s the input parameter
required by the model
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e For the inhalation pathway, the value of annual average mass loading 1s assumed to be
present as respirable particles only (one micrometer acttvity median aerodynamic diameter
(AMAD)) Ths 1s generally a conservative assumption, since the use of site-specific data
(PM-10 or TSP) as a surrogate for one micrometer particulates overestimates the mhalation
contribution to dose

e For so1l ingestion rate and mhalation rate, RESRAD assumes a uniform rate of intake over
the entire annual period modeled The soil ingestion rate must be mnput as total grams per
year, and inhalation rate as total cubic meters per year Several of the scenario features i the
nisk modeling approach assume non-uniform rates of soil ingestion and inhalation dunng the
course of a day, while on the site For example, the open space users (both adult and child)
are assumed to ingest 50% of the default daily soil value during each 2 5-hour visit to the
site, and to breathe at a higher than average rate Likewise, there are non-uniform rate
assumptions 1n the so1l ingestion rates of the Wildlife Refuge Worker and Office Worker
scenarios The constraints of RESRAD are incorporated by assigning parameters for
contaminated fractions of so1l ingestion and air inhalation rates that are consistent with the
risk approach, 1 e , the higher rates are apportioned as 1f they were uniform over the course of
the entire year Thus results 1n artificially inflated mput parameters that appear to represent
unrealistically high total so1l ingestion quantities for the wildlife worker, office worker, and
open space users, and what appear to be unreahistically high total air volumes inhaled for the
open space users

Table D-1 summarizes the full list of pathways and input parameter values that were used for
each scenario modeled using RESRAD 6 0 with a 25 mrem/yr dose limit  Scenarios typically
differ from one another m terms of only a few parameters (see, for example, breathing rates,
indoor/outdoor time fractions, so1l and plant ingestion rates, etc ) This 1s because most of the
iput parameters are physical features of the site being evaluated and are usually the same for all
scenarios

The RESRAD default parameters and values used in the 1996 computation of RSALS for the
residential scenario are also displayed in Table D-1 Note that the 1996 computation used an
earlier version of RESRAD which contained a differently formulated “area correction factor” to
adjust the mhalation pathway dose for dilution, and computed RSALS against 85 and

15 mrem/yr dose limuts, so the earlier results are not directly comparable to the results of this
task

The pathway and parameter data are presented in the order n which RESRAD prompts the user
for inputs Most of the information in Table D-1 1s straightforward, however, several
conventions warrant explanation In the pathway section, the terms “active” and “suppressed”
refer to whether the pathway calculation 1s turned on or off, respectively, a feature of RESRAD
that makes 1t adaptable to a wide vaniety of situations

The term “not used” appears throughout the table This term 1s applied 1n some situations when

an option 1s not apphicable (for example Time for Calculations) In other situations it 1s applied
automatically when the given parameter 1s requested but the pathway 1s turned off In some
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cases an mput parameter value and “not used” appear together In these cases, the value of the
mput parameter would be as specified 1f the pathway was turned on

For parameters that are input as fixed values, a single number 1s given For parameters that are
mput to RESRAD 6 0 as distributions, the convention 1s to specify the “base value (type of
distribution, parameters that describe the distribution)” 1n bold type For example, inhalation rate
for rural resident (adult) 1s presented as 8,400 (log norm-N 8 657, 0 237) This means the first
number, 8,400, signifies the point estimate value for this parameter selected by the working
group The data in parentheses are information about the distribution that the user 1s prompted to
provide as input parameters for RESRAD

RESRAD 6 0 permuts the use of “continuous linear” parameter values, limited to eight total data
pairs for any distributed parameter, to enable the use of empirical data What 1s the significance
of this compared to other parameters? For the two distributions for mass loading (for inhalation
and for foliar deposition) designated as “PDF #1” and “PDF #2”, the values of the eight data
points used to define each distribution are presented at the bottom of Table D-1
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APPENDIX E
RESRAD RUN RESULTS PRINTOUT

A CD-ROM with this mnformation 1s available upon request from the Department of Energy,

Closure Project Communications Team (Anna Martinez-Barnish, 303-966-5881,
anna martinez@rf doe gov or L1z Wilson, 303-966-3655, L1z hiz wilson@rf doe gov )
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APPENDIX F
PM-10 AIR MONITORING DATA FROM ROCKY FLATS AND THE
STATE OF COLORADO

Table F-1. Rocky Flats specific data
All monitor Year No of 1st 2nd 3rd 4th  Annual

values n 24-hr Max of Max of Max of Max of Mean
micrograms Value 24-hr 24-hr 24-hr 24-hr
per cubic s Values Values Values Values
meter (ug/m’)
Location
X-1
1995 57 31 25 22 21 97
1996 60 31 30 28 23 117
1997 58 25 23 22 18 94
1998 59 33 26 20 20 107
1999 55 25 25 19 19 101
2000 35 30 27 24 21 113
60 33 30 28 23 117
X-2
1995 59 34 26 24 24 115
1996 60 32 29 28 28 13
1997 58 25 23 22 19 107
1998 61 33 27 21 21 12
1999 57 29 24 23 23 113
2000 60 29 26 25 25 128
61 34 29 28 28 13
X-3
1995 54 87 57 46 39 166
1996 59 32 28 26 26 131
1997 61 25 24 21 20 106
1998 59 33 27 25 21 122
1999 53 47 28 26 21 116
2000 61 28 24 24 22 125
61 87 57 46 39 166
X-4
1995 55 34 26 25 21 11
1996 56 36 29 28 25 137
1997 59 23 20 19 18 101
1998 60 33 25 21 21 112
1999 52 26 24 21 18 97
2000 60 27 24 23 22 117
60 36 29 28 25 137
X-5
1995 57 37 31 28 25 1
1996 60 41 39 33 32 1
1997 57 26 23 21 21 1
1998 56 33 26 23 23 1
1999 53 31 29 26 23 1
2000 55 27 26 25 24
60 41 39 33 32 1
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Table F-2 Colorado PM-10 Data from EPA’s AIRS Database (U S EPA, 2001)

(Monday, 28-Jun-1999 at 6 4 20 PM (USA Eastern ime zone)
No of 1®Max 2" Max 3" Max 4" Max of Actual Est # Annual Year City County State
24-hr  of 24-hr of 24-hr of 24-hr 24 hr #of of Mean
Values Value Value Value Value Exceed Exceed
ences ences

359 179 142 135 114 1 1 383 1993 Adams Cco
347 122 107 99 87 0 0 359 1994 Adams Cco
344 99 97 88 88 0 0 331 1995 Adams Cco
350 98 96 90 82 0 0 336 1996 Adams Cco
345 98 98 96 94 0 0 348 1997 Adams Cco
344 118 99 93 86 0 0 361 1998 Adams co

61 73 72 70 68 0 0 256 1993 Northglenn Adams Cco

59 86 40 39 38 0 0 235 1994 Northglenn Adams (60)

48 41 37 36 34 0 0 21 1995 Northglenn Adams co
148 82 73 68 67 0 0 265 1993 Bnghton Adams co
160 68 61 55 50 0 0 225 1994 Bnghton Adams Co
174 101 84 46 46 0 0 205 1995 Bnghton Adams Cco
147 57 54 52 48 0 0 233 1996 Brighton Adams co
112 86 71 58 54 0 0 233 1997 Bnighton Adams CO
114 64 55 51 47 0 0 212 1998 Bnighton Adams Cco
114 83 77 76 75 0 0 269 1993 Adams Cco
114 90 53 52 48 0 0 236 1994 Adams CcO
113 73 46 42 40 0 0 21 1995 Adams CO
111 59 57 48 47 0 0 21 1996 Adams Co
128 60 46 44 44 0 0 218 1997 Adams CoO

58 40 39 37 37 0 0 219 1998 Adams CO
351 80 61 60 52 0 0 177 1993 Adams Cco
351 54 51 50 47 0 Q 171 1994 Adams CcoO
301 55 44 36 35 0 0 165 1995 Adams Cco
340 59 58 46 44 0 0 194 1996 Adams CO
265 59 53 45 45 0 0 172 1997 Adams (oY)
326 62 56 50 45 0 0 193 1998 Adams co
342 99 69 68 64 0 0 247 1993 Alamosa Alamosa CO
345 88 83 71 68 0 0 229 1994 Alamosa Alamosa CO
350 125 86 79 72 0 0 224 1995 Alamosa Alamosa CO
309 127 92 91 69 (1] 0 213 1996 Alamosa Alamosa CO
332 144 113 110 93 0 0 216 1997 Alamosa Alamosa CO
333 101 88 81 72 0 0 229 1998 Alamosa Alamosa CO

61 98 98 75 65 0 0 294 1993 Englewood Arapahoe CO

59 61 60 54 49 0 0 243 1994 Englewood Arapahoe CO

14 43 33 31 31 0 0 249 1995 Englewood Arapahoe CO
339 126 125 124 13 0 0 435 1993 Archuleta CO
346 262 258 110 109 2 2 411 1994 Archuleta CO
335 98 97 83 80 0 0 317 1995 Archuleta CO
351 85 85 78 77 0 0 32 199 Archuleta CO
339 120 96 89 85 0 0 292 1997 Archuleta CO
335 66 66 64 61 0 0 272 1998 Archuleta CO

55 75 65 61 52 0 0 235 1993 Boulder Boulder CO

55 37 35 32 32 0 0 169 1994 Boulder Boulder CO

54 35 29 23 22 0 0 131 1995 Boulder Boulder CO

59 41 31 28 26 0 0 158 1996 Boulder Boulder CO

43 28 27 24 24 0 0 152 1997 Boulder Boulder CO
334 98 81 72 66 0 0 25 1993 Longmont Boulder CO
330 72 58 51 49 0 0 21 1994 Longmont Boulder CO
324 91 61 56 49 0 0 193 1995 Longmont Boulder CO
338 66 59 56 47 0 0 186 1996 Longmont Boulder CO
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No of 1"Max 2" Max 3" Max 4 Maxof Actual Est # Annual
24-hr  of 24-hr of 24-hr of 24-hr 24 hr #of of Mean
Values Value Value Value Value Exceed Exceed
ences ences
191 44 41 34 34 0 0 18
103 50 38 37 33 0 0 186
4 35 24 20 16 0 0 238
58 51 45 43 41 0 0 195
53 39 35 31 30 0 0 196
55 A3 42 34 32 1] 0 209
98 47 45 44 42 0 0 242
16 30 29 23 22 0 0 164
109 100 86 56 56 0 0 278
127 77 70 66 64 0 0 295
329 148 105 105 105 0 0 315
342 70 69 63 63 0 0 24 4
340 71 67 63 60 0 0 256
202 104 55 50 50 0 0 231
50 64 40 39 38 0 0 228
46 27 24 24 23 0 0 159
59 45 35 35 32 0 0 176
8 59 28 23 20 0 0 244
51 90 78 65 53 0 0 269
53 77 68 64 46 0 0 248
72 109 101 87 87 0 0 389
83 102 89 77 69 0 0 331
59 52 50 48 44 0 0 279
56 59 54 44 43 0 0 281
89 67 66 64 62 0 0 264
53 48 47 44 43 0 0 267
60 111 103 93 91 0 0 405
57 96 73 65 63 0 0 349
57 57 57 49 46 0 0 287
59 58 50 44 43 0 0 283
59 66 66 64 62 0 0 263
52 60 51 49 49 0 0 282
343 162 122 112 108 1 1 318
342 110 104 99 88 0 0 283
337 75 65 56 53 0 0 211
338 74 67 57 56 0 0 204
242 86 71 70 67 0 0 231
361 108 81 79 74 0 0 309
58 111 110 103 82 0 0 388
58 82 70 69 61 0 0 31
60 44 42 40 40 0 0 252
60 56 53 53 49 0 0 278
58 92 91 84 62 0 0 285
58 73 66 59 51 0 0 289
62 117 it 104 84 0 0 39
57 79 71 68 64 0 0 326
59 57 45 44 4] 0 0 269
61 63 53 51 48 0 0 277
59 94 93 89 62 0 0 289
55 71 69 54 47 0 0 271
336 161 119 106 100 1 1 294
335 74 72 72 71 0 0 254
350 91 80 56 50 0 0 214
345 81 70 66 66 0 0 228
348 68 66 61 60 Q 0 218
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Year City

1997 Longmont
1998 Longmont
1994 Boulder
1995 Boulder
1996 Boulder
1997 Boulder
1998 Boulder
1998

1993 Delta
1993 Delta
1994 Delta
1995 Delta
1996 Deita
1997 Delta
1998 Delta
1997

1998

1996

1997

1998

1993 Denver
1994 Denver
1995 Denver
1996 Denver
1997 Denver
1998 Denver
1993 Denver
1994 Denver
1995 Denver
1996 Denver
1997 Denver
1998 Denver
1993 Denver
1994 Denver
1995 Denver
1996 Denver
1997 Denver
1998 Denver
1993 Denver
1994 Denver
1995 Denver
1996 Denver
1997 Denver
1998 Denver
1993 Denver
1994 Denver
1995 Denver
1996 Denver
1997 Denver
1998 Denver
1993 Denver
1994 Denver
1995 Denver
1996 Denver
1997 Denver

County State

Boulder
Boulder
Boulder
Boulder
Boulder
Boulder
Boulder
Boulder
Delta
Delta
Delta
Delta
Delta
Delta
Delta
Delta
Delta
Delta
Delta
Delta
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
Denver
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Cco
co
co
Co
Cco
COo
Co
Cco
co
Cco
Cco
Co
Co
co
cO
co
Cco
Cco
Cco
Cco
co
Cco
Cco
Cco
cO
Cco
co
Cco
Cco
co
co
co
co
Cco
co
co
Cco
co
(80
co
Cco
Cco
Co
CO
co
co
co
Co
co
co
co
co
Co
Co
co



1" Max 2" Max 3" Max 4" Maxof Actual Est # Annual Year City
of 24-hr of 24-hr of 24-hr

No of
24-hr
Values Value
300 77
56 68
52 33
46 34
48 28
48 54
46 51
140 100
130 43
142 40
99 77
41 44
43 94
352 163
112 50
350 102
349 84
208 97
353 93
61 58
61 58
58 37
61 28
60 47
54 30
61 67
59 59
61 50
61 47
61 65
60 87
57 62
61 67
59 64
60 67
61 S1
60 47
57 55
59 42
55 37
59 32
61 29
59 32
53 52
57 44
59 45
60 48
60 28
55 35
55 32
54 33
42 32
49 34
5t 30
56 36
Appendix F

Value

75
49
27
32
26
54
47
80
38
39
52
25
46

113
47
90
7
79
76
52
52
36
28
43
29
61
55
49
47
51
63
54
47
56
59
49
46
26
27
32
31
27
26
28
28
32
29
26
30
31
30
23
29
27
31

Value

71
41
26
30
25
53
35
52
38
33
43
22
27
108
43
88
69
78
76
48
39
36
27
40
29
56
47
43
4]
42
51
49
42
50
53
46
44
26
26
31
27
21
25
28
26
30
27
19
25
28
29
22
29
26
29

24 hr
Value

69
37
25
29
23
46
32
52
36
29
39
20
20
102
42
63
65
68
72
39
36
36
27
37
28
52
46
42
41
37
50
46
40
49
51
43
43
25
25
30
26
20
25
27
25
26
26
19
24
27
27
21
28
25
27

#of

of

Exceed Exceed

ences
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Mean

295
19
156
153
151
209
16 1
21
167
165
175
129
158
269
20
23
211
229
21
229
196
217
183
211
187
299
248
236
24
249
292
268
26
286
292
238
255
126
123
133
121
104
125
131
123
136
126
97
128
159
166
137
155
147
167

1998 Denver

1993 Castle Rock
1994 Castle Rock
1995 Castle Rock
1996 Castle Rock
1997 Castle Rock
1998 Castle Rock

1993

1994

1995

1996

1997

1998

1993 Colorado Springs
1998 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1997 Colorado

1996 Colorado Springs
1993 Colorado Springs
1997 Colorado Springs
1998 Colorado Springs
1996 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1993 Colorado Springs
1995 Colorado Springs
1997 Colorado Springs
1998 Colorado Springs
1996 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1996 Colorado Springs
1994 Colorado Springs
1993 Colorado Springs
1997 Colorado Spnings
1998 Colorado Springs
1993

1994

1995

1996

1997

1998

1993

1994

1995

1996

1997

1998

1993 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1996 Colorado Springs
1997 Colorado Springs
1998 Colorado Springs

County

Denver
Douglas
Douglas
Douglas
Douglas
Douglas
Douglas
Eagle
Eagle
Eagle
Eagle
Eagle
Eagle
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
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State

CcO
Cco
Cco
CcoO
CcOo
co
Co
co
CoO
co
Cco
co
Cco
co
co
co
co
co
co
Cco
CO
Cco
co
Co
Co
Cco
co
Cco
co
co
(80)
Cco
(00
Cco
Cco
Cco
co
Cco
Cco
Cco
co
CcoO
CO
co
Cco
(60)
CO
CcO
CcoO
Cco
cO
Co
(6[0)
CO
Cco



1 Max 2°*Max 3 Max 4" Maxof Actual Est # Annual Year City
of 24-hr of 24-hr of 24-hr

No of
24-hr
Values Value
58 33
47 44
45 32
48 38
54 30
53 43
58 52
60 48
60 52
30 66
60 60
59 54
56 32
30 34
54 40
55 92
59 63
26 33
43 78
54 49
49 72
52 62
55 42
53 47
339 64
10 49
339 64
341 74
177 48
53 84
57 82
56 54
30 70
56 94
54 55
55 40
54 80
54 79
57 37
239 65
137 57
239 65
337 84
182 90
52 82
52 51
56 39
320 77
332 78
290 65
46 46
55 41
58 73
50 136
57 88
Appendix F
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33
35
25
35
29
36
40
47
48
50
36
46
29
31
37
64
56
31
56
48
57
58
42
44
61
43
61
65
47
76
53
50
43
75
50
39
49
56
37
63
55
63
72
72
58
46
36
65
75
64
37
37
41

112
82

Value

30
31
23
32
28
32
38
46
46
42
33
45
28
27
33
58
41
29
53
46
43
52
41
42
55
39
55
65
44
52
52
49
37
67
45
35
45
54
36
60
51
60
65
62
52
45
35
63
61
52
32
34
35
89
71

24 hr
Value

29
31
22
29
26
31
37
46
41
39
33
39
25
24
29
56
39
28
49
45
41
51
39
41
53
32
53
63
42
51
49
47
36
62
45
32
42
52
34
54
46
54
65
46
51
41
31
58
61
51
30
33
32
74
63

# of

of

Exceed Exceed

ences
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Mean

172
171
138
171
152
176
226
235
229
273
158
16 8
124
153

15
188
182
178
308
259
252
254
223
239
229

29
229
232
216
302
281
266
275
277
236

20
222
225
202
192
215
192
206
192
311
225
187
194
203
176
169
162
16 3
405
349

1993 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1996 Colorado Springs
1997 Colorado Springs
1998 Colorado Springs
1993

1994

1995

1996

1993

1994

1995

1996

1993

1994

1995

1996

1993 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1996 Colorado Springs
1997 Colorado Springs
1998 Colorado Springs
1995 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1996 Colorado Springs
1998 Colorado Springs
1993 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1996 Colorado Springs
1993 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1996 Colorado Springs
1997 Colorado Springs
1998 Colorado Springs
1995 Colorado Springs
1994 Colorado Springs
1995 Colorado Springs
1996 Colorado Springs
1998 Colorado Springs
1997 Colorado Springs
1997 Colorado Sprnings
1998 Colorado Springs
1993 Canon City

1994 Canon City

1995 Canon City

1996 Canon City

1997 Canon City

1998 Canon City

1993 Rufle

1994 Rufle

County

El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
ElPaso
El Paso
El Paso
El Paso
ElPaso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
El Paso
Fremont
Fremont
Fremont
Fremont
Fremont
Fremont
Garfield
Garfield
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State

CO
co
Cco

co
Cco
Cco
Cco
Cco
Co
CO
CcoO
CcO
Cco
(8(0)
CcO
CcoO
Co
CcoO
Co
CO
Co
Co
CO
Cco
Cco
CcoO
Cco
Cco
co
co
co
(60)
Cco
co
co
Cco
Cco
CO
co
co
CO
CO
(00)
Cco
Cco
Cco
Cco
Cco
CO
CcoO
CO
Cco
CO
CcO



No of 1"Max 2" Max 3" Max 4™ Max of Actual Est # Anpnual Year City County State
24-hr of 24-hr of 24-hr of 24-hr 24 hr #of of Mean
Values Value Value Value Value Exceed Exceed

ences ences

42 73 72 60 59 0 0 323 1995 Rufle Garfield CO
46 97 78 75 65 0 0 327 1996 Rifle Garfield CO
37 65 63 53 49 0 0 295 1997 Rifle Garfield CO
59 70 57 52 42 0 0 24 1998 Rifle Garfield CO
51 108 82 72 56 0 0 246 1993 Glenwood Springs Garfield CO
43 58 55 49 32 0 0 221 1994 Glenwood Springs Garfield CO
56 69 66 51 44 0 0 224 1995 Glenwood Springs Garfield CO
52 66 40 35 33 0 0 19 1996 Glenwood Springs Garfield CO
54 45 36 32 29 0 0 169 1997 Glenwood Springs Garfield CO
47 72 65 40 39 0 0 203 1998 Glenwood Springs Garfield CO
175 97 91 91 85 0 0 319 1993 Gunnison CO
168 100 96 93 91 0 0 322 1994 Gunnison CO
138 116 96 91 91 0 0 316 1995 Gunmison CO
60 103 82 82 63 0 0 296 1996 Gunmson CO
60 110 80 79 70 0 0 346 1997 Gunnison CO
114 137 109 74 71 0 0 29 1998 Gunnmison CO
24 141 91 87 76 0 0 467 1996 Gunnison CO
217 228 215 203 177 4 9 514 1997 Gunnison CO
323 207 149 145 142 1 1 379 1998 Gunnison CO
50 76 69 61 55 0 0 273 1993 Arvada Jefferson CO
35 58 47 45 42 0 0 231 1994 Arvada Jefferson CO
60 41 36 35 34 0 0 182 1995 Arvada Jefferson CO
60 56 38 36 35 0 0 195 1996 Arvada Jefferson CO
53 70 70 64 53 0 0 213 1997 Arvada Jefferson CO
56 47 46 40 39 0 0 234 1998 Arvada Jefferson CO
58 52 40 32 26 0 0 143 1993 Jefferson CO
59 24 22 20 20 0 0 127 1994 Jefferson CO
57 31 25 22 21 0 0 97 1995 Jefferson CO
60 31 30 28 23 0 0 117 1996 Jefferson CO
58 25 23 22 18 0 0 94 1997 Jefferson CO
59 37 31 24 23 0 0 126 1998 Jefferson CO
61 62 45 36 30 0 0 151 1993 Jefferson CO
55 26 25 23 23 0 0 139 1994 Jefferson CO
59 34 26 24 24 0 0 115 1995 Jefferson CO
60 32 29 28 28 0 0 13 1996 Jefferson CO
58 25 23 22 19 0 0 107 1997 Jefferson CO
61 37 32 25 24 0 0 139 1998 Jefferson CO
59 62 47 34 31 0 0 151 1993 Jefferson CO
59 27 25 23 23 0 0 14 1994 Jefferson CO
57 35 26 22 22 0 0 113 1995 Jefferson CO
61 33 28 28 28 0 0 131 1996 Jefferson CO
60 26 22 22 19 0 0 11 1997 Jefferson CO
61 36 32 25 24 0 0 141 1998 Jefferson CO
58 67 48 35 32 0 0 156 1993 Jefferson CO
58 27 27 26 26 0 0 143 1994 Jefferson CO
54 87 57 46 39 0 0 166 1995 Jefferson CO
59 32 28 26 26 0 0 131 1996 Jefferson CO
61 25 24 21 20 0 0 106 1997 Jefferson CO
59 37 32 30 25 0 0 143 1998 Jefferson CO
55 34 26 25 21 0 0 11 1995 Jefferson CO
56 36 29 28 25 0 0 137 1996 Jefferson CO
59 23 20 19 18 0 0 101 1997 Jefferson CO
60 37 30 25 25 0 0 131 1998 Jefferson CO
57 37 31 28 25 0 Q 123 1995 Jefferson CO
60 41 39 33 32 0 0 147 1996 Jefferson CO
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No of 1*Max 2" Max 3" Max 4™ Maxof Actual Est # Annual
24-hr  of 24-hr of 24-hr of24-hr 24 hr #of of Mean
Values Value Value Value Value Exceed Exceed
ences ences
57 26 23 21 21 0 0 113
56 38 31 28 27 0 0 148
55 104 68 51 47 0 0 244
34 55 53 41 34 0 0 207
56 38 37 35 30 0 0 159
56 43 31 30 26 0 0 16
6 33 28 20 19 0 0 235
42 93 92 86 75 0 0 422
163 118 106 97 96 0 0 384
254 206 77 76 71 i 1 302
37 39 35 26 24 0 0 162
179 83 73 59 47 0 0 179
61 71 57 57 44 0 0 235
46 37 32 31 29 0 0 172
51 41 40 33 32 0 0 174
58 57 55 47 39 0 0 183
160 54 45 44 43 0 0 179
168 94 57 44 37 0 0 175
56 62 54 49 42 0 0 224
72 51 45 42 41 0 0 216
52 57 47 45 44 0 0 223
51 61 52 38 35 0 0 204
60 40 34 34 32 0 0 157
102 34 32 32 28 0 0 162
90 74 53 49 40 0 0 21
34 50 39 38 37 0 0 232
58 51 35 32 31 0 0 211
57 43 42 41 39 0 0 221
43 35 34 31 30 0 0 20
44 36 36 33 33 0 0 177
55 36 36 32 30 0 0 184
175 67 62 61 56 0 0 25
171 63 54 50 50 0 0 243
148 56 46 43 42 0 0 223
166 64 63 49 44 0 0 219
113 50 48 48 46 0 0 22
45 51 44 41 39 [} (4] 226
356 60 56 55 49 0 0 215
364 55 54 54 54 0 0 214
347 49 48 46 46 0 0 218
359 50 49 45 45 0 0 206
342 60 49 46 42 0 0 196
337 55 51 47 45 0 0 198
59 62 41 39 36 0 0 233
58 54 45 45 45 0 0 222
56 41 38 33 32 0 0 185
60 40 39 38 36 0 0 199
59 43 37 35 34 0 0 176
53 71 40 33 29 0 0 202
6 41 32 31 31 0 0 273
58 66 60 58 52 0 0 267
61 65 55 48 47 0 0 249
38 50 49 47 46 0 0 24 8
7 81 54 52 42 0 0 417
113 79 79 74 71 0 0 351
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Year City

1997

1998

1993 Golden

1994 Golden

1995 Golden

1996 Golden

1997 Golden

1996 Durango

1997 Durango

1998 Durango

1997 Durango

1998 Durango

1993 Durango

1994 Durango

1995 Durango

1996 Durango

1997 Durango

1998 Durango

1993 Fort Collins
1994 Fort Collins
1995 Fort Collins
1996 Fort Collins
1997 Fort Collins
1998 Fort Collins
1993

1994

1993 Fruita

1994 Fruita

1995 Fruita

1996 Fruita

1997 Fruita

1993 Grand Junction
1994 Grand Junction
1995 Grand Junction
1996 Grand Junction
1997 Grand Junction
1998 Grand Junction
1993 Grand Junction
1994 Grand Junction
1995 Grand Junction
1996 Grand Junction
1997 Grand Junction
1998 Grand Junction
1993 Grand Junction
1994 Grand Junction
1995 Grand Junction
1996 Grand Junction
1997 Grand Junction
1998 Grand Junction
1995 Montrose

1996 Montrose

1997 Montrose

1998 Montrose

1997

1998

County

Jefferson
Jefferson
Jefferson
Jefferson
Jefferson
Jefferson
Jefferson
LaPlata
La Plata
LaPlata
LaPlata
LaPlata
La Plata
La Plata
La Plata
La Plata
La Plata
LaPlata
Lanmer
Lanmer
Lanmer
Larnimer
Larimer
Lartmer
Larimer
Larmer
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Mesa
Montrose
Montrose
Montrose
Montrose
Montrose
Montrose
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State

CO
co
Cco
Cco
Cco
Cco
co
Cco
Co
Co
Cco
co
co
Co
Co
co
co
Cco
Cco
CcO
Cco
Cco
CcoO
Cco
CO
co
co
Cco
co
CcO
CO
co
Cco
co
co
(60)
Cco
Cco
cO
co
co
co
co
Cco
CO
(80)
Cco
co
CcO
co
co
co
Cco
Cco
Cco



No of 1"Max 2" Max 3 Max 4™ Max of Actual Est # Annual Year City County State
24-hr  of 24-hr of 24-hr of 24-hr 24 hr #of of Mean
Values Value Value Value Value Exceed Exceed

ences ences

348 98 88 84 82 0 0 239 1993 Aspen Pitkin CcO
329 88 76 75 66 0 0 221 1994 Aspen Pitkin CO
334 86 83 75 74 0 0 233 1995 Aspen Pitkin Cco
331 88 66 51 51 0 0 194 1996 Aspen Pitkin co
334 92 89 74 68 0 0 21 1997 Aspen Pitkin CcO
340 68 64 58 56 0 0 20 1998 Aspen Pitkin (0(0)
282 62 61 61 53 0 0 226 1998 Aspen Pitkin co
89 67 66 60 60 0 0 183 1993 Aspen Pitkin co
53 81 45 43 40 0 0 195 1994 Aspen Pitkin cO
180 77 71 70 65 0 0 234 1993 Lamar Prowers CO
156 142 112 105 90 0 0 249 1994 Lamar Prowers CO
180 132 87 77 71 0 0 247 1995 Lamar Prowers CO
340 126 80 73 70 0 0 243 1996 Lamar Prowers CO
332 101 92 88 66 0 0 23 1997 Lamar Prowers CO
351 137 100 98 82 0 0 264 1998 Lamar Prowers CO
360 54 54 53 47 0 0 208 1993 Lamar Prowers CO
348 79 79 73 67 0 0 22 1994 Lamar Prowers CO
331 147 93 88 86 0 0 223 1995 Lamar Prowers CO
243 145 65 54 54 0 0 183 1996 Lamar Prowers CO
312 110 98 55 54 0 0 175 1997 Lamar Prowers CO
323 89 86 76 63 0 0 214 1998 Lamar Prowers CO
54 52 51 43 43 0 0 261 1993 Pueblo Pueblo CcO
54 63 54 53 50 0 0 296 1994 Pueblo Pueblo CcoO
51 100 86 56 54 0 0 262 1995 Pueblo Pueblo CcO
52 59 49 48 47 0 0 258 1996 Pueblo Pueblo Cco
57 88 56 56 43 0 0 268 1997 Pueblo Pueblo CO
31 51 37 33 33 0 0 217 1998 Pueblo Pueblo cO
53 60 52 49 45 0 0 248 1998 Pueblo Pueblo CcO
352 158 151 139 128 1 1 327 1993 Steamboat Springs Routt CcO
342 154 148 136 130 0 0 318 1994 Steamboat Springs Routt CcO
343 139 135 131 123 0 0 317 1995 Steamboat Springs Routt CcOo
307 158 137 134 125 1 1 315 1996 Steamboat Springs Routt CcO
339 117 112 99 99 0 0 28 1997 Steamboat Springs Routt Cco
352 82 77 75 75 0 0 257 1998 Steamboat Springs Routt (00
61 109 105 97 93 0 0 297 1996 Steamboat Springs Routt Cco
116 91 86 84 79 0 0 278 1997 Steamboat Springs Routt co
168 128 126 106 96 0 0 28 1993 Steamboat Springs Routt CcO
153 142 124 121 118 0 0 282 1994 Steamboat Springs Routt Cco
145 118 114 103 97 0 0 23 1995 Steamboat Springs Routt co
74 83 77 54 54 0 0 232 1996 Steamboat Springs Routt CcO
330 135 126 118 117 0 0 394 1993 San Miguel CO
281 153 127 123 108 0 0 338 1994 San Miguel CO
273 119 103 95 90 0 0 348 1995 San Miguel CO
321 107 105 101 89 0 0 258 1996 San Miguel CO
297 96 80 75 74 0 0 249 1997 San Miguel CO
316 70 65 65 63 0 0 239 1998 San Miguel CO
19 27 24 24 22 0 0 163 1996 San Miguel CO
272 82 76 75 69 0 0 264 1997 San Miguel CO
362 90 72 58 57 0 0 255 1998 San Miguel CO
47 44 42 41 39 0 0 17 1995 San Miguel CO
52 130 95 92 83 0 0 244 1993 Summit  CO
43 126 90 84 73 0 0 241 1994 Summit  CO
47 97 68 52 47 0 0 18 1995 Summit  CO
40 50 26 26 23 0 0 134 1996 Summit  CO
58 95 75 37 32 0 0 171 1997 Summit CO
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No of 1"Max 2" Max 3 Max 4" Maxof Actual Est # Annual Year City County State
24-hr  of 24-hr of 24-hr of 24-hr 24 hr # of of Mean
Values Value Value Value Value Exceed Exceed

ences ences

110 125 69 67 65 0 0 192 1998 Summit CO

11 67 61 44 43 0 0 345 1993 Summit CO

42 82 62 59 53 0 0 274 1994 Summit  CO

16 76 72 47 43 0 0 324 1995 Summit CO

48 78 56 49 40 0 0 249 1996 Summit CO

52 62 40 38 38 0 0 188 1997 Summit CO

50 47 46 44 44 0 0 219 1998 Summit CO

12 139 122 83 54 0 0 572 1994 Teller CO

96 306 266 214 204 6 19 515 1995 Teller Cco

316 235 195 158 157 4 5 391 1996 Teller CcO

228 135 121 120 111 0 0 399 1997 Teller co

249 139 124 120 109 0 0 41 1998 Teller Cco

150 120 99 80 76 0 0 226 1993 Greeley Weld Cco

143 75 57 56 48 0 0 231 1994 Greeley Weld Cco

132 60 59 51 46 0 0 199 1995 Greeley Weld co

159 60 56 45 42 0 0 177 1996 Greeley Weld cOo

114 133 56 52 46 0 0 178 1997 Greeley Weld cO

107 40 39 36 32 0 0 165 1998 Greeley Weld Cco

50 110 82 73 70 0 0 305 1993 Weld Cco

56 89 68 53 49 0 0 275 1994 Weld Cco

23 53 45 39 36 0 0 21 1995 Weld Cco

*Colorado Air Quality Momitors for Particulate Matter (All
Years)
* Monztor Values In Micrograms Per Cubic Meter of Air
(ng/m’)
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APPENDIX G
RESRAD RESULTS FOR THE RESIDENT RANCHER SCENARIO

The RSAL working group has commutted to model the Resident Rancher scenarto (both adult
and child cases) as described 1n the RAC Independent Calculation using RESRAD 6 0, for the
purpose of comparing the computational methods employed by RAC to those employed by the
work group On the surface, this task appears to be straightforward—simply mput the
parameters described in RAC Tasks 3 and 5, (RAC, 1999, and RAC, 2000) into RESRAD 6 0
and perform the computation

However, the working group soon learned that 1t was not a simple matter to duplicate the mputs
that RAC used for annual average air mass loading (dust 1n air) For the Independent
Calculation, RAC computed this parameter not as a distribution, but as a series of calculations,
which are combined with other parameters selected from distributions Moreover, the calculated
values of mass loading which RAC created were heavily influenced by the assumptions of
pre-clean-up conditions, placement of the receptor at a pomt of maximum air concentration, and
inclusion of probabilistic impacts of a fire RAC’s calculation of the mass loading parameter (for
each realization) 1s performed by a RAC developed code that 1s beyond the scope of the RSAL
working group to reproduce With this in mind, the working group has sought to formulate a
value for the mass loading mput parameter that 1s consistent with RAC’s work

The working group used the PERL-script code developed by RAC (RAC, 2000, Appendix A) to
produce a distribution of intermediate values of annual average mass loading (These are the
values of mass loading that RAC nput mto their copy of the RESRAD code, along with samples
from each of their vanous distributions of other physical parameters, for each reahzation ) From
the distribution of 1,000 values of mass loading calculated by the RAC algonthm, the 90" and
95™ percentile values were selected The working group then selected conservative sigle-point
estimates for the other distributed parameters, that RAC used, and calculated RSALs for
plutontum and americium for the case of the adult and child resident rancher using single point
estimate runs of RESRAD 6 0 Although this appears to conservatively approximate the RAC
approach, 1t does not duplicate 1t In order to do so one would have to use the entire RAC code
for selecting samples of each parameter distribution every time the mass loading value 1s
computed RAC’s independent calculation has already done this The approximation described
above, serves as a benchmark or pomnt of comparison of the working group’s computer model
with RAC’s total assessment of this scenario

G.1.0 MODELING ASSUMPTIONS

All active pathways and all input parameters for the resident rancher scenario are 1dentical to
those found 1n the RAC Task 3 Report Inputs and Assumptions (RAC, 1999) except for
substitutions of fixed values for uptake parameters and distribution coefficients, and the use of
two fixed values of mass loading taken from a distribution of RAC calculated values All
features of the rancher scenario are the same as modeled by RAC All exposure pathways except
aquatic food and radon are active n this calculation Consistent with the RAC calculation, the
contaminated fractions of drinking water, urigation water and livestock water are all set to zero
values (RAC, 2000, Appendix A)
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The area of the contaminated zone 1s a 10 million square meter area that 1s uniformly
contamnated to the RSAL concentration The resident 1s located in the center This1s a
conservative substitution, which 1s consistent with RESRAD mput requirements
However, based on information provided in the RSAL workshop of April, 2000, the mass
loading estimates were calculated by RAC as though the resident was located at a point
of maximum air concentration, not necessarily 1n the area of contamination The
radionuchide concentration 1n air was also higher than would be predicted by RESRAD

Both dose limts of 25 mrem per year and 15 mrem per year are modeled This permmts
easy comparison to other calculations in this task and to RAC’s calculation These
computations use the same dose conversion factors for adults and children as used by
RAC (plutonium type “S” absorption, child dose conversion factors for age 10), unlike
the more conservative dose conversion factors used to calculate RSALSs n this
assessment (plutonium type “M”, child dose conversion factors for age one)

RESRAD single default values of the distribution coefficients and plant, meat, and nmlk
uptake fractions for plutonium and americium are used 1n lieu of the distributions used by
RAC The fixed default values in RESRAD lie on the conservative side of RAC’s
distnbutions, and have little impact on the results which are dominated by the impact of
high values of mass loading for inhalation

Consistent with RAC’s scenano, the rancher adult and child spend all of their time on the
site, with times outdoors of 40% and 25%, respectively Indoor dust and gamma
shielding factors are the same as used by RAC

Breathing rates, and consumption rates of homegrown produce, meat, milk and drinking
water (from shallow groundwater) are the same values as described 1n RAC’s final report

Single values for annual average mass loading for inhalation/fohar deposition (3,180 and
8,920 micrograms per cubic meter for the 90" and 95™ percentile, respectively) are used
These are derived by using the RAC mass loading subroutine to calculate a distribution of
1,000 points, followed by selection of the 90'" and 95% percentile values of this
distribution

The sum-of-ratios method described in Chapter S of this assessment 1s applied to the
single radionuchde soil guidelines calculated for plutonium and for americium by
RESRAD 6 0 The assumption 1s made that americium 1s present at 15 3% of the
plutonium activity across the entire site, which 1s consistent with americium ingrowth for
weapons grade plutonium that has aged between 35 and 45 years

RESULTS AND DISCUSSION

Tables G-1 and G-2 summarize the values of RSALs calculated by the sum-of-ratios method for
the 90" and the 95™ percentile values of RAC calculated annual average mass loading of one
micron particles, respectively The high values of mass loading clearly drive the dose
calculation At the 90" percentile the combination of mmhalation and plant ingestion dose (which
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1s strongly controlled by deposttion of dust on plants) account for approximately 85% of the total
dose For the 95™ percentile, this same combination accounts for up to 95% of the total dose

Table G-1. RSALSs (pC1/g) for Resident Rancher at 90 percentile value of RAC-calculated' mass
loading (3,180 pg/m’) Inhalation pathway contributions range from 64 to 70% of total dose For
comparative purposes only

Sum-of-Ratios RSAL
Isotope Adult Child (age 10) Adult Child (age 10)
25 mrem/yr 25 mrem/yr 15 mrem/yr 15 mrem/yr
Pu 45 49 27" 30
Am 7 8 4 5

Most comparable RSAL value to RAC Task 5 Report value

Table G-2. RSALs (pCv/g) for Resident Rancher at 95™ percentile value of RAC-calculated' mass
loading (8,920 pug/m®) Inhalation pathway contributions range from 81 to 85% of total dose For
comparative purposes only

Sum-of-Ratios RSAL
Isotope Adult Child (age 10) Adult Child (age 10)
25 mrem/yr 25 mrem/yr 15 mrem/yr 15 mrem/yr
Pu 20 22 12 13
Am 3 3 2 2

"Most comparable RSAL value to RAC Task 5 Report value

More than one third of the annual average mass loading values calculated by RAC’s subroutine
exceed the highest actual measured value for PM-10 annual averages reported to the Aerometric
Information Retrieval System, or AIRS (U S EPA, 2001) (268 pg/m® in Mexical, Baja
California in 2000) and greatly exceed the National Ambient Air Quality Standard for PM-10
annual average (50 ug/m3) Specifically, the 90" and 95 percentile values of RAC’s
distribution, used 1n this calculation are 12 and 33 times higher, respectively than the highest
PM-10 annual averages reported to AIRS to date It 1s noteworthy that PM-10 values
approaching those generated by the RAC code are observed mn AIRS as 24-hour averages 1n
extreme cases, but annual average values are sigmficantly lower by at least one order of
magnitude

The RAC 1ndependently calculated RSAL 1s strongly dependent on the computer generated value
of mass loading that 1s applied to capture the vanability of resuspension of contamnants
followng a fire, and 1s based upon short term measurements of resuspension under conditions of
mechanical disturbance at the Rocky Flats site during 1970-71 Over 90% of the RAC-predicted
annual dose 1s due to nhalation when annual average mass loading 1s on the order of

3,000 micrograms per cubic meter The working group also chose to create an empirically
derived distribution for this parameter Its distribution 1s based primanly upon measured annual
average mass loading (weighted by factors to account for reasonably attributable soil-disturbance
activities) and modified to account for the annual average contributions of a grassland fire
Unlike the RAC approach, this mput uses the RESRAD algorithms directly to calculate the
resultant radionuclide content in the airbome pathway
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The most comparable RSAL value for the RESRAD 6 0 Resident Rancher scenario to that
calculated n RAC’s Task 5 Report 1s the adult value for a 15 mrem/yr dose limat at the

90™ percentile of RAC’s mass loading distribution (the percentile used by RAC to derive their
RSAL) As can be seen from Table G-1, the working group’s value of 27 pCi/g for Pu agrees
rather well with RAC’s 35 pCi/g  This agreement reconfirms that differences between the
working group’s dose based RSAL values and RAC’s are largely due to differences n the
generation of input parameters, particularly the distribution for mass loading values, and cannot
be attributed to differences 1n computer models

Table G-3 1s a complete listing of the RESRAD 6 0 parameters that were used 1n the adult and
child resident rancher calculations

Appendix G 287 9/30/2002

909



300

Table G-3. Complete listing of RESRAD 6 0 parameters that were used 1n the adult and child

resident rancher calculations

RESRAD 1996 Resident Resident
RESRAD 6 0 Input Parameters Units 60 Input Value | Rancher (Adult) Rancher
Default (Child)
Pathways
External gamma active active active active
Inhalation active active active active
Plant ingestion active active active active
Meat mgestion acive | suppressed active active
Milk ingestion active | suppressed active active
Aquatic foods active suppressed suppressed suppressed
Drinking water active | suppressed active active
Soil ingestion active active active active
Radon active | suppressed suppressed suppressed
Imitial Principal Radionuchde
Activity iIn Contaminated Zone
pCi/g Am-241 0111 0111
NOTE- For these values, see the “pCl/g Pu238 00132 00132
report Action Levels for
Radionuclides in Soil for the Rocky pCrlg Pu-239 0843 0843
Flats Cleanup Agreement, October 31, pCvg Pu-240 0157 0157
pCrg Pu-242 7 62E-06 7 62E-06
Basic radiation dose limit mrem/y 25 15 15 & 25 15 & 25
Tume for calculations Y 1 02 29 29
Time for calculations Y 3 1 1029 1029
Time for calculations y 10 5 not used not used
Time for calculations y 30 not used not used not used
Time for calculations y 100 not used not used not used
Time for calculations y 300 not used not used not used
Time for calculations y 1,000 not used not used not used
Time for calculations y not used not used not used not used
Time for calculations y not used not used not used not used
Occupancy, Inhalation, and
External Gamma
Inhalation rate m’/y |  8400] 7,000] 10,800] 8,600
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RESRAD 1996 Resident Resident
RESRAD 6.0 Input Parameters Units 6.0 Input Value Rancher Rancher
Default (Adult) (Child)

0 00318(90%)
Mass Loading for Inhalation g/m’ 0 0001 0 000026 &( 000(?0381982(30;/5‘2/&

0 008920(95%) (95%)
Exposure duration y 30 30 30 not used| 30 not used
Indoor dust filtration factor 04 na 07 07
External gamma shielding factor 07 08 07 07
Indoor time fraction 05 1 06 075
Outdoor time fraction 025 0 04 025
Shape factor for external gamma 1 1 1 1
Area of Contaminated Zone m? 10,000 40,000 10,000,000 10,000,000
Thickness of contaminated zone m 2 015 02 02
Length parallel to aquifer flow m 100 200 3,000 3,000
Cover and Contaminated Zone
Hydrological Data
Cover Depth m 0 0 no cover no cover
Density of cover material g/cm’ 15 not used no cover no cover
Cover eroston rate m/y 0 001 not used no cover no cover
Denstty of contaminated zone g/cm’ 15 18 18 18
Contaminated zone erosion rate m/y 0001{ 00000749 0 0000749 0 0000749
Contaminated zone total porosity 04 03 03 03
Contamunated zone field capacity 02 01 01 01
Contaminated zone hydraulic m/y 10 445 445 45
conductivity
Contammated zone b parameter 53 104 104 104
Humudity 1n air g/m’ 8 not used not used not used
Evapotranspiration coefficient 05 0253 092 092
Average annual wind speed m/s 2 not used 42 42
Precipitation m/y 1 0381 0381 0381
Imgation m/y 02 1 0 0
Irmgation mode overhead overhead overhead overhead
Runoff coefficient 02 0004 02 02
Watershed area m® 1,000,000{ 8,280,000 8,280,000 8,280,000
Accuracy for water/soil computations 0001 0001 0 001 0001
Uncontaminated Unsaturated Zone
Parameters
Number of unsaturated zone strata 1 1 1 1
Thickness m 4 3 3 3
Density glem® 15 18 18 18
Total porosity 04 03 03 03
Effective porosity 02 01 01 01
Field capacity 02 NA 01 01
Hydraulic conductivity m/y 10 445 445 445
b Parameter 53 104 10 4 104
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RESRAD 1996 Resident Resident
RESRAD 6 0 Input Parameters Units 60 Input Value Rancher Rancher
Default (Adult) (Child)
Radionuclide Transport Factors
Distribution coefficient contaminated cm’/g - See Rocky {Pu=2,000 Pu=2,000
zone Flats Am=20 Am=20
Cleanup
Agreement,
October 31,
1996 Report
Distribution coefficient unsaturated cm’/ o4 - Pu=2,000 Pu=2,000
zone . Am=20 Am =20
cm’/g - Pu=2,000 Pu =2,000
Distribution coefficient saturated zone Am = 20 Am =20
Time since placement of materials year 0 na 0 0
Solubility Limut mol/1 0 0 0 0
Leach rate year-1 0 0 0 0
Saturated Zone Hydrological Data
Density of saturated zone g/cm’ 15 i8 18 18
Saturated zone total porosity 04 03 03 03
Saturated zone effective porosity 02 01 01 01
Saturated zone field capacity 02 na 01 01
Saturated zone hydraulic conductivity m/y 100 44 5 44 5 445
Saturated zone hydraulic gradient 002 015 015 015
Saturated zone b parameter 53 53 53 53
Water table drop rate 0 001 0 0 0
Well pump ntake depth (below water m 10 10 10 10
table)
Model nondispersion (ND) or mass-
balance (MB) ND ND ND ND
Well pumping rate m’/y 250 250 250 250
Ingestion Pathway, Dietary Data
Fruit, vegetable and gram consumption|  kg/y 160 401 190 240
Leafy vegetable consumption kgly 14 26 64 42
Milk consumption Vy 92 not used 110 200
Meat and poultry consumption kg/ly 63 not used 95 60
Fish consumption kgly 54 not used not used not used
Other seafood consumption kgly 09 not used not used not used
Soil ingestion gy 365 70 75 75
Drinking water intake Vy 510 not used 730 550
Contammated fraction, drinking water 1 not used 0 0
Contaminated fraction, household
1 not used not used not used
water
Contaminated fraction, livestock water 1 not used 0 0
Contaminated fraction, urigation water 1 0 0 0
Contaminated fraction, aquatic food 05 not used not used not used
Contaminated fraction, plant food -1 1 1 1
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RESRAD 1996 Resident Resident
RESRAD 6.0 Input Parameters Umits 60 Input Value Rancher Rancher
Default (Adult) (Child)
Contaminated fraction, meat -1 not used 1 1
Contaminated fractton, milk -1 not used 1 1
| Ingestion Pathway, Nondietary Data
Livestock fodder intake for meat kg/day 68 not used 68 68
Livestock fodder intake for milk kg/day 55 not used 55 55
Livestock water intake for meat I 50 not used 0 0
Livestock water intake for milk I/d 160 not used 0 0
Livestock mtake for soil kg/day 05 not used 05 05
Mass Loading for Fohar Deposition g/m’ 0 0001 0 0001 g gg‘;;gggzzg g ggg;ggg:ﬁg
Depth of soil mixing layer m 015 015 003 003
Depth of roots m 09 09 09 09
Groundwater fractional usage, 1 1 1 1
drinking water
S;z::l;i:;’;t;tf;?ctmnal Hsage, 1 not used not used not used
Groundwater fractio
r_lﬂ(zgtlc:m wa tera nal usage, 1 not used i 1
Plant Factors
Wet weight crop yield, non-leafy kg/m* 07 NA 07 07
Length of growing season, non-leafy years 017 NA 017 017
Translocation factor, non-leafy 01 NA 01 01
Weatherning removal constant 1/yr 20 NA 20 20
&e;yfohar Interception Fraction, non- 025 NA 025 025
}Zgyfohar nterception Fraction, non 025 NA 025 05
Wet weight crop yield, leafy kg/m* 15 NA 15 15
Length of growing season, leafy years 025 NA 025 025
Translocation factor, leafy 1 NA 1 1
Wet foliar interception fraction, leafy 025 NA 025 025
Dry foliar Interception Fractton, leafy 025 NA 025 025
Wet weight crop yield, fodder kg/m’ 11 NA 11 11
Length of growing season, fodder years |0 08 NA 008 008
Translocation factor, fodder 1 NA 1 1
Weathering removal constant, fodder 1/yr 20 NA 20 20
Wet foliar interception fraction, fodder 025 NA 025 025
Dry Foliar interception fraction, fodder 025 NA 025 025
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RESRAD 1996 Resident Resident
RESRAD 6 0 Input Parameters Units 60 Input Value Rancher Rancher
Default (Adult) (Child)

Storage Times Before Use Data
Fruits, non-leafy vegetables and gramn days i4 14 14 14
Leafy vegetables days 1 1 1 1
Milk days 1 not used 1 i
Meat days 20 not used 20 20
Fish days 7 not used not used not used
Crustacea and mollusks days 7 not used not used not used
Well water days 1 1 1 1
Surface water days 1 1 1 1
Livestock fodder days 45 not used 45 45
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APPENDIX H
TORNADO PLOTS SHOWING PROBABILISTIC SENSITIVITY
ANALYSIS RESULTS FOR RISK-BASED RSALS

This appendix gives a graphical summary of the sensitivity analysis associated with the
probabilistic calculations for the Rural Resident and Wildlife Refuge Worker scenarios using
EPA’s standard risk equations A separate graphic 1s presented for each mdividual radionuchide
(Am-241, Pu-239, U-234, U-235, U-238) as well as the uranium non-cancer assessment In
addition, two different quantitative metrics of sensitivity are given — the Spearman Rank
correlation coefficient, and the Contrnibution to Vanance, which 1s calculated as the square of the
rank correlations normalized so they sum to 1 0 or 100% of the variance in RSAL Therefore, a
total of 20 graphs are presented (2 scenarios x 5 radionuchdes x 2 statistical metrics of
sensitivity)

In this type of simple correlation analysis, the correlation between the Monte Carlo model output
(1e,RSAL) 1s compared to each input variable separately (1 € , one at a time) Two types of
information are of greatest interest (1) the relative magnitudes of the correlations (or
contributions to variance), and (2) the direction of the correlation (positive or negative) The
tornado plot 1s a useful graphic for presenting both types of mmformation for all mmput vanables
simultaneously The tornado plots presented here give the abbreviated names of the mput
varnables, sorted i descending order The length of the horizontal bar corresponds to the
magnitude of the correlation, and the direction (extending to the left or right of 0 0) indicates
whether the relationship 1s direct or inverse For example, a negative correlation between
exposure duration and RSAL suggests an inverse relationship such that as exposure duration
mcreases, the RSAL must decrease 1n order to remain health-protective
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Resident
Sensitivity Chart for Am-241
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Figure H-1. Probabilistic sensitivity analysis results for Standard Risk equations — rural resident,
Am-241, rank correlations
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Resident
Sensitivity Chart for Am-241
Res_ED
Res_iRs_chid
Res_EF
Res_CR_f_adult
Res_CR_v_adult -08%
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Figure H-2 Probabilistic sensitivity analysis results for Standard Risk equations — rural resident,
Am-241, contribution to variance
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| Resident
‘ Sensitivity Chart for Pu-239
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Figure H-3 Probabilistic sensitivity analysis results for Standard Risk equations — rural resident,
Pu-239, rank correlation
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Resident
Sensitivity Chart for Pu-239
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Res_EF -10% |
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100%

Figure H-4 Probabilistic sensitivity analysis results for Standard Risk equations — rural resident,
Pu-239, contribution to variance
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Wildiife Refuge Worker
Sensitivity Chart for Am-241
Wildife_ED
92 5%
M I 38%
Wildife_EF 08%
Widife_IR_soll I 28%
Wildife_V_out_hr 01%
~100% -50% 0% 50% 100%
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Wildiife Refuge Worker
Sensitivity Chart for Am-241
1
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-095

M 019 -

Wildife_EF -009 l
Wwildife_IR_soll -0 16
Wildife_V_out_hr -003
s —+ t —
-10 -05 00 05 10
Rank Correlation

Figure H-5 Probabihistic sensitivity analysis results for Standard Rusk equations — wildhfe refuge
worker, Am-241, contribution to variance (top) and rank correlation (bottom)
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Wildlife Refuge Worker
Sensitivity Chart for Pu-239
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Sensitivity Chart for Pu-239
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Figure H-6 Probabihstic sensitivity analysis results for Standard Risk equations — wildlife refuge
worker, Pu-239, contribution to variance (top) and rank correlation (bottom)
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Figure H-7 Probabilistic sensitivity analysis results for Standard Risk equations — rural resident,
U-234, rank correlation
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Resident
Sensitivity Chart for U-234
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Figure H-8 Probabilistic sensitivity analysis results for Standard Risk equations — rural resident,
U-234, contribution to vanance
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Resident
Sensitivity Chart for U-235
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Figure H-9 Probabilistic sensitivity analysis results for Standard Risk equations — rural resident, U-235,
rank correlation
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Resident
Sensitivity Chart for U-235
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Figure H-10 Probabilistic sensitivity analysis results for Standard Risk equations — rural restdent,
U-235, contribution to variance
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Resident
Sensitivity Chart for U-238
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Figure H-11 Probabilistic sensitivity analysis results for Standard Risk equations — rural resident,
U-238, rank correlation
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Resident
Sensitivity Chart for U-238
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Figure H-12 Probabilistic sensitivity analysis results for Standard Risk equations — rural resident,
U-238, contribution to variance
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Sensitivity Chart for U-noncancer
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Figure H-13 Probabilistic sensttivity analysis results for Standard Risk equations — rural resident,
U-non-cancer, rank correlation
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Resident
Sensitivity Chart for U-noncancer
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Figure H-14 Probabilistic sensitivity analysis results for Standard Risk equations — rural resident,
U-non-cancer, contribution to variance
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Wildlife Refuge Worker
Sensitivity Chart for U-234
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Wildlife Refuge Worker
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Figure H-15 Probabilistic sensitivity analysis results for Standard Risk equations — wildhife refuge
worker, U-234, contribution to variance (top) and rank correlation (bottom)
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Wildlife Refuge Worker
Sensitivity Chart for U-235
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Figure H-16 Probabilistic sensitivity analysts results for Standard Risk equations — wildlife refuge
worker, U-235, contribution to variance (top) and rank correlation (bottom)
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Wildlife Refuge Worker
Sensitivity Chart for U-238

Rank Correlation
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Figure H-17 Probabilistic sensitivity analysis results for Standard Risk equations — wildhife refuge

worker, U-238, contribution to variance (top) and rank correlation (bottom)
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Wildlife Refuge Worker
Sensitivity Chart for U-noncancer
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Figure H-18 Probabilistic sensitivity analysis results for Standard Risk equations — wildhife refuge
worker, U non-cancer, contribution to variance (top) and rank correlation (bottom)
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APPENDIX I
RESPONSE TO COMMENTS

Review Comments ~ Wind Tunnel Reviewer
#1

Response

General Comments

A key question 1s how much saltation-size soil
and burn debns of similar size were mobile
and would move downwind and generate
additional PM-10 by breakage of the moving
material and abrasion of the downwind
surface at huigh wind speeds? The tunnel test
results do not report threshold velocities for
nerther coarse particles nor measurements of
the amount of these particles and burn debris
removed dunng testing The implicat
assumption 1n the wind tunnel test protocol
was that incoming saltating soil and debns
particles would be absent, and only wind
would affect the test surface during a
windstorm

The wind tunnel tests captured both coarse particles
and burn debris eroded from each test plot as wind
speeds increased over the course of each test This
material was segregated into <10 micrometer (jum)
and >10 pm particle sizes, aerodynamic equivalent
diameter It 1s reasonable to assume that larger
particles (>PM;) captured in the cyclone may include
saltating particles that entered the wind tunnel inlet
However, since the concentration of particulate matter
entering the wind tunnel inlet was subtracted from the
wind tunnel effluent concentration, only the net
mmpact of such particles on the wind tunnel test plot
are included 1 the measured eroston potential of each
wind tunnel test That 1s, only the particles eroded
from the test plot through saltation by incoming
particulate or wind shear are counted 1n the test plot
erosion potential

Assigning threshold velocities to individual surface
sites has limited applicability to natural so1l surfaces
given the complexity and heterogenetty of such
surfaces While the threshold velocity for a given
particle size may be determined with some rehability
for a storage pile or similar homogenous surface,
surfaces as complex as the Rocky Flats buffer zone do
not lend themselves to such characterization within
reasonable bounds of confidence

The test wind tunnels are probably too small
1n cross-section and too short mn length to
accurately simulate atmospheric boundary
layer flow over a significant portion of the test
section on the rough, test surfaces at Rocky
Flats Second, some of the roughness
elements were large, relative to the tunnel
size, thus creating blockage effects There
are also edge effects where the tunnel sides
meet the uneven ground surface

While the portable wind tunnel does not generate the
larger scales of turbulent, motion found in the
atmosphere, the turbulent boundary layer formed
within the tunnel simulates the smaller scales of
atmospheric turbulence It 1s the smaller scale
turbulence that projects wind flow 1nto direct contact
with the erodible surface and contributes to particle
entrainment (macro-scale turbulence must still
penetrate ground cover and liberate erodible materal
on a micro-scale) As was observed by Peer
Reviewer 2, the ratio of the test section length to the
roughness length 1s greater than 100 1, providing a
good 1ndication of boundary layer development The
main reason for assuring boundary layer development
and stability 1s to characterize and control the shearing
stress on the surface
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Review Comments — Wind Tunnel Reviewer
#1

Response

The confounding effects of surface roughness
elements and uneven test plots are mitigated 1n the
test protocol For example, standing vegetation was
trimmed prior to testing to prevent the deformation of
vegetation by the working section, which leaves the
potentially-erodible particle reservorr at the base of
the vegetation undisturbed but mmimizes the damping
effect of the standing vegetation on centerline wind
speed Edge effects were mitigated through selection
of relatively level test plots and the use of weighted
skirts along the sides of the working section, which
protected against air and particle infiltration

Another difference between the wind tunnel
and atmospheric winds 1s that the latter vary
in the wind direction about the mean
direction The directional fluctuations during
a storm would likely ncrease total PM-10
discharge a few percent above that measured
from the straight winds n the wind tunnel

It 1s true that small amounts of erodible material may
be sheltered by surface roughness elements from the
entraining energy of the wind tunnel dueto a
predominant wind direction However, the boundary
layer generated at so1l level 1s not uni-directional,
having turbulent eddies and wakes created through
wind 1nteraction with surface elements This
turbulence reduces the sheltering effect of surface
iregularities, as observed by the experimenters

Because the soil [at Rocky Flats—ed Jis a
‘limited source’ some period of time may be
needed between wind events to replenish the
loose particles through weathering,
deposition, or disturbance processes The
‘limated source’ concept means that when
considering potential emissions on successive
days following a windstorm, the present
tunnel results would tend to overestimate the
PM-10 available for resuspension

The wind tunnel test results clearly 1llustrate the
‘limz1ted reservoir’ nature of erodible surface matenal
following each step in wind speed Real-time optical
particle counter data show rapid decays mn particulate
concentration over time following each step-increase
in wind speed Over-estimation of PM; erosion
potential 1s acceptable to the working group given the
end use of the data to develop final Radioactive Soil
Action Levels (RSALs)

Specific Comments

The selection process for the test plots was
not described, but there 1s considerable scatter
among plots 1n the potential eroston data

The prescribed burn wind tunnel test location was
selected within a region of homogenous soil type,
similar standing vegetation, and relatively flat
topology within the test burn acreage Prior to the
prescribed fire, the test area was staked off and
protected from anthropogenic impacts other than the
fire itself Individual test plots for each temporal
iteration were adjacent, to maxinze similarity of the
test surfaces (1 e , the April burned-surface test plots
were adjacent to one another, the May test plots were
nearby the Apnl plots and also adjacent to one
another, etc ) Individual test plots were sampled m
sequence, with no repeat testing of any surface and no
anthropogenic disturbance of any plot prior to testing
No effort was made to limit natural disturbances prior
to testing (rain splash, wildlife intrusion, etc )
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Review Comments — Wind Tunnel Reviewer
#1

Response

Scatter of results in wind tunnel testing 1s typical, and
1s well documented 1n portable wind tunnel test
Iiterature including the background documentation for
EPA-recommended industrial wind erosion emission
factors presented 1 Compilation of Air Pollutant
Emussion Factors (AP-42) The scatter typically
results from the complexity and heterogenerty of
surfaces tested, even relatively homogenous surfaces
such as storage piles demonstrate detectable
differences i the erodibility of individual areas The
forces that inhibat erosion (surface moisture, static
attraction, crusting, surface roughness elements, etc )
are not uniform regardless of macro-scale
homogeneity among test surfaces Additionally, the
air stream turbulence that causes particle entrainment
has a significant degree of randomness

To ensure satisfactory statistics between replicate
results, three wind tunnel trials were combined into
each test run, and three test runs were bounded and
averaged to describe each test condition As noted by
Peer Reviewer 2, “ 1 order to charactenze
differences 1n surface cover and surface roughness,
the tunnel has to be moved several times and the
tests replicated That gives satisfactory statistics
between replicate results ” This was accomplished

6 It 15 also not clear how well the selected
tunnel test plots mught represent the
contamnated areas that will be subjected to
fires Additional measurements to
characterize the so1l and vegetation conditions
at the test sites would have been useful for
nterpreting the wide vanability 1 the test

\ results and estimating applicability of the test
site data to comparable contaminated areas

While the performance of pre- and post-fire erosion
potential measurements on plutonium-contamnated
regions of concern would provide the best site-
specific data 1n support of RSAL development,
pursuit of such experiments is unlikely to gain
approval Fortunately, the geologic units underlying
both the prescribed fire plot and the tablelands east of
903 Pad are 1dentical (Rocky Flats Alluvium), and
support these data as being representative of
contaminated areas

Soils underlying the prescribed fire were top-slope
cobbly sandy loams, while the contaminated area soils
consist primarily of top slope cobbly sandy loams and
side slope clay loams Vegetation varies between
xeric tallgrass (burn area and contaminated tableland)
to mesic mixed grasses (contaminated hillside) and
reclaimed mixed grasses (previously remediated
areas) Though these differences may contribute to
minor variance 1n erosion potential, the bounding of
wind tunnel study data and the conservative analysis
of that data mitigates these subtle differences
[SOURCE Report on Soil Erosion and Surface
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Review Comments — Wind Tunnel Reviewer
#1

Response

Water Sediment Transport Modeling for the Actinide
Migration Evaluation, 00-RF-01823 (2000)]

Unfortunately, neither the measurement
heights nor the measured values for the wind
speed profiles were reported in the data
However, the practical result of the scaling
problems cited above mean that the
aerodynamic roughness and fniction velocity
values obtained from the wind speed profiles
mn the tunnel should be regarded only as rough
estiumnates As a consequence, the
atmospheric wind speeds at the 10 m height
calculated from these values also should be
considered only as rough estimates

Wind tunnel centerline wind speed was measured at
11 points between 0 5 and 15 2 centimeters (cm)
above soil surface The specific heights were 0 5,0 7,
10,14,20,28,38,50,70,100,and 15 2 cm,
respectively, selected to fit a loganthmic distribution
The average roughness length of all test runs for a
given temporal scenario (1 €, all nine wind tunnel
trials that comprised three test runs for each scenano)
was used to estimate 10-m equivalent wind speed, as
detailed 1n the example calculation mm Appendix D of
the controlled-fire test report The small variations in
roughness length observed between trials, while real,
have negligible impact on the estimated 10-m
equtvalent wind speed given that wind speed vares as
the natural log of the corresponding roughness length

More to the point, the importance of precision and
accuracy when estimating the equivalent 10-m wind
speed for each wind speed step 1s mimmized by the
use of normalized 95 mph wind speeds to describe
erosion potential from soil surfaces The
conservatism that 1s built into the post-fire mass
loading multipliers by normalizing wind speeds to
95 mph more than compensates for any uncertainty
extending from the well-documented relationship
between surface roughness length and equivalent
wind speed at a given height above ground

To increase accuracy of tunnel estimates 1t
would have been useful to have a cyclone
preseparator on the ambient PM-10 filter

Because the wildfire report examined the very low
concentration of actinide 1 airborne dust particles and
compared 1t to the actinide concentration in the
underlying so1l, 1t was critical to the precision and
accuracy of the ambient background correction that
the PM;, to TSP ratio be known Therefore, Colorado
Department of Public Health and Environment data
from ambaent air particulate matter samplers located
within several hundred yards of the wildfire area were
queried and the average PM,, TSP ratio for the area
determuined to be 0 3895

For the controlled burn data correction, where the
results were used to develop post-fire erosion
potential multiphers based on comparisons of erosion
from adjacent burned and unburned plots, an estimate
of the background correction was sufficient As the
following sensitivity analysis shows, the error
introduced by assuming a PM;o TSP ratio of 50% was
small
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Review Comments — Wind Tunnel Reviewer
#1

Response

Test Run CB-7 (from Appendix D)

Wind-tunnel PM o net mass 9 15 mg
Background net mass 8 49 mg

Estimated (50%) PM,, background mass 4 24 mg
Calculated (38 95%) PM ;o background mass 3 31
mg

PM,, erosion potential (50% ratio) 012 g/m2
PM,, erosion potential (38 95% ratio) 0 14 g/m2

The calculated (38 95%) background PM,, correction
would result i a net growth 1n erosion potential for
both burned and unburned plots Remember,
however, that the end use of the data 1s to develop a
post-fire mass-loading multiplier by calculating the
ratio of burned to unburned plot results That
multiplier contains the same PM,, correction 1n both
the numerator and the denominator Since the
denominator 1s a smaller erosion potential (unburmned)
than the numerator (burned), a decrease 1n the PM;,
correction, as reflected here, would result 1n a smaller
post-fire multiplier By using the estimated
background PM 4 correction, the multiplier used in
the RSAL calculations 1s larger than 1t should be,
hence 1s conservative

9 The post-fire erosion potential multiplier for Seasonal differences in vegetative recovery, with the
the spring fire appears to be a reasonable resultant effects on surface erosion potential, were
application of the measured wind tunnel constdered during analysis of the wind tunnel data
results This 1s partly true, because The resulting post-fire erosion multipliers are
precipitation events near the burn event are qualified for seasonality See comment 10 for
more frequent than at other seasons additional discussion

10 The post-fire erosion potential multiplier for | According to local ecologists, vegetative recovery
the fall fire 1s estimated without a clear will occur along a simular trajectory regardless of the
basis time of year a fire occurs — the start of significant

recovery 1s simply delayed 1n a late-season fire until
the following spring growth cycle Some “green up”
would occur immediately after a fall fire, but plants
would send up only a few inches of new growth out of
plant crowns It 1s likely that only the grass species
would send up much growth, forbs would not be
likely to respond substantially until spring This
contrasts with a spring fire where both grasses and
forbs would begin growth immediately and continue
to full plant height, thus reducing wind speeds at the
ground surface and the potential for wind erosion
more quickly
Since the vegetative recovery trajectories are similar,
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Review Comments — Wind Tunnel Reviewer
#1

Response

L]

the shapes of the erosion multiplier curves (a function
of vegetative recovery) would also be similar, though
the imitial fall fire multiphier (y-intercept) 1s greater
because a fall fire has more and dryer fuel available
than a spring fire and generally taller and denser
standing vegetation The fall y-intercept value was
determined expenimentally as the ratio of burned-area
to unburned-area erosion potential measured 1n June
(which was much higher than the same ratio measured
in April due to greater unburned vegetation density)
Fitting the spring fire multipher curve to the fall
y-mtercept value produced the estimated fall fire
multiphier curve, which 1s integrated to annualize the
multipher

11

The estimated multipliers shows fall fire
raises the erosion potential for 24 months It
1s not clear that the second 12 months was
counted 1n the frequency distribution matrix
Table IV-5 page 45

The second year of exposure following a fall
fire would likely result in less mass loading
than the spring fire scenano, but more than
the median non-fire scenario Such events
were mcluded in the mass loading distribution
as more probable than would normally be
observed, because of the manner 1n which the
empirical mass loading distribution was
developed

Both RESRAD and the risk assessment guidance
consider a series of annual exposures 1n developing
the probabilistic RSAL The probabilistic nsk
assessment used the “fall” fire events 1n this same
context

While 1t 1s true that multiple-year events would be
correlated for a fall fire, one must also recognize the
overall uncertainty that 1s implicit in the mass loading
distribution developed for a fall fire The fall fire
scenario 1s predicated on the false assumption that
every six-month penod has the same post-fire
recovery charactenistics The development of the
mass loading distribution also assumes fall fires have
the same probability as spring fires, despite the fact
that spring fires are known to occur over the six
months of the year with the greatest recovery potential
and the greatest hikelihood for natural wildfires
Remember that the contaminated areas are well
1solated from other fire influences such as cigarettes,
sparks from vehicles, etc , yet a wildfire 1s postulated
to occur once every ten years on the 300 contaminated
acres of a 6400 acre site The wildfire 1s thus
assumed to occur with a frequency much greater than
would be expected due to natural occurrence
Together, these factors cause the fall fire to have a
much higher estimated frequency than would actually
be expected This suggests that its weighting 1n the
distribution 1s greater than warranted, and 1s likely to
offset any reduced effect resulting from neglect of
multiple-year correlation

In addstion, for the long-term risk exposure
calculations, the working group did not exclude
multiple consecutive-year fires on the contaminated
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Review Comments — Wind Tunnel Reviewer | Response

#1
area While fires could occur two years 1n a row on
the same area, the second fire would in reality be of
significantly reduced intensity compared to the first,
and compared to the one whose effects were studied
using the wind tunnel By not excluding such events,
a more conservative rnisk assessment than 1s realistic
results

12 While the estimates for annual erosion RESRAD and RAGS outputs are independent of

multipliers appear reasonable for use mn intermittent changes to soil surface condition provided

RESRAD and RAGS, the submitted matenal | the mass loading inputs to these models adequately

1s difficult to evaluate because of the absence | account for such changes on an annuahized basts

of information about topography, soil texture, | Given the current, well-vegetated condition of the

surface roughness, rock cover, etc High Site’s areas of contamination, the characteristic

winds have a great capacity to move erodible | crusting that occurs 1n cobbly and clay loams that are

so1l, so the statue of the surface when high characterstic of the contamination areas, and the

winds occur 18 the major control factor To land-use scenarios under evaluation, an mfinite-

illustrate the effect of high wind speeds after a | reservoir model would not be “reasonable” unless

fire on a sandy so1l that 1s not a ‘hmited mayor, repeated disturbance of the soil surface were

source’, see the attached photo taken mn assumed (e g , intensive large-scale agriculture) which

southwest Kansas in 1996  If there are was rejected as a reasonable post-closure land use If

contaminated areas that could act as unlimited | studied, any such disturbance that would increase

source areas during high wind speeds, the potential short-term dose to downwind receptors

ranty of these events would not greatly impact | would also dilute surface contamination through

the annual values of PM-10 used in RESRAD | mixing with uncontaminated subsurface soil

Nevertheless, such wind events could act to Therefore, any hypothetical evaluation of long-term

greatly expand the area of contaminated dose effects from a disturbed, unlimited reservoir

surfaces at Rocky Flats ~ Hence, 1t would source term must consider the reduced specific

seem 1mportant to identify, stabilize, and activity of the radioparticulate source compared to the

restrict activity on those portions of the existing limited-reservoir surface contamination

contaminated areas that might become highly

erodible, 1if the vegetation were removed

Such measures would help to insure that the

assumptions such a ‘limited sources’ made in

developing the RSAL remain valid

Appendix | 318 9/30/2002




Review Comments ~ Wind Tunnel Reviewer
#2

Response

General Comments

The appropriateness of this wind tunnel
application should be thought of 1n the proper
context  The wind tunnel 1s artificial in
many ways It 1s designed 1n a way that
controls the mean wind speed but cannot
reproduce the scale (size) of wind speed
vanations (“turbulence”) The ground area
exposed to controlled wind erosion 1s only
about one square meter  but the vanability
should be sigmficant between adjacent square
meters due to differences 1n surface condition
So testing several one-square-meter plots
becomes essential ~ Using this method the
equivalent 10-m wind speeds reported are
very extreme  Yet, the erosion potentials so
obtamed have use 1n establishing Radioactive
Soil Action Levels, providing that we expect
that the extreme erosion potentials observed
are unlikely to ever exist 1n nature

The reviewer’s list of the limitations of an artificial
evaluation of wind erosion from natural surfaces 1s
well reasoned and comprehensive These limitations
were mitigated through equipment design, protocol
development, and strict quality control Specific
concerns of the reviewer were addressed as follows
While the portable wind tunnel does not generate the
larger scales of turbulent motion found in the
atmosphere, the turbulent boundary layer formed
within the tunnel simulates the smaller scales of
atmosphernc turbulence It 1s the smaller scale
turbulence that projects wind flow into direct contact
with the erodible surface and contributes to particle
entramnment As observed by Peer Reviewer 2, the
ratio of the test section length to the roughness length
1s greater than 100 1, which 1s a good indicator of
boundary layer development

Sampling nine plots per test scenario (three plots per
test run, three runs per scenario) provided sufficient
replicates to describe differences 1n surface roughness
This provided satisfactory statistics between replicate
results

It was desired that any bias present in the analytical
method tend toward conservatism of dose estimation,
therefore, the creation of sustamed 10-meter
equivalent wind speeds 1n the wind tunnel that were
greater than could be reasonably expected based on
historic meteorology 1s acceptable

It 1s a matter of controversy that erosion only
occurs after a certain wind speed threshold
More recent observations show that there 1s an
emussion of small particles at speeds below
the observed thresholds for saltation, and
while this amounts to a relatively small
emission loss, it affects the surface condition

Evidence of the sub-threshold emission was seen 1n
these studies By using mass loading rather than
erosion potential to drive radionuclide transport and
dose assessment, the role of wind speed threshold as a
factor in radionuchide mgration 18 mmimized By
assuming that all eroded dust 1s contaminated in a

1 1 ratio companng airborne specific activity to soil
specific activity, the mass loading approach accounts
for sub-threshold wind erosion (Haines, et al , show
the actual ratio for undisturbed burned soil to be less
than 1 1 1n Correlating Plutonium Activity in Fugitive
Dust to Plutornium Concentration in Surface Soils at
Rocky Flats, Colorado, (2001))

In the protocol, each test involves step
increases 1n wind speed and adds accumulated
emusstons from each step In the wind tunnel
saltation, the onset of avalanching may be a
product of the peculiar small scale of

The wind tunnel 1s unable to exactly rephicate the
atmospheric conditions that may occur at the Site
However, the methods applied appear to overestimate
actual erosion potential Any conservatism created
though the use of the approach 1s acceptable, given the
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turbulence, and more so1l might be available
than under natural winds

application of these data toward RSAL development

Specific Comments

4 In answer to Focus Group Question 1,
regarding equpment suitabihity for this
application This reviewer feels that the
equipment 1s in good standing with the
scientific community

The working group concurs with this reviewer The
fact that this equupment has been used extensively to
develop emusston factors for modeling industrial wind
erosion 1n a regulatory setting (presented in US EPA’s
Compilation of Aw Pollutant Emission Factors
(AP-42)) was considered an endorsement of the
technique for the given application

5 In answer to Focus Group Question 1,
regarding review quality and thoroughness,
appropriateness and adequacy This reviewer
will make an attempt to show that the
observations made by the wind tunnel method
provide a set of data that are sufficient to
proceed with the determination of Radioactive
Soil Action Levels  For example, I hope to
show that particular observations are
sufficient to bound the worst-case possible
nhalation scenaro, while I acknowledge that
normalizing the emission potentials to 95 mph
winds are a bit of an extreme  In my view
there 1s no need for further study if all we
need 1s to determine Radioactive Soil Action
Levels No study may be more defimtive in
that respect

The use of 95 mph wind speed (10-meter equivalent)
to normalize wind tunnel data 1s believed to be
appropnately bounding, given that

Peak wind speeds of 95 mph or more, while rare, are
not unprecedented at Rocky Flats,

Lesser wind speeds would not have exhausted the
available limited reservoir of erodible material and
would have required interpolating the upper region of
the erosion potential multiplier curves developed
through these experiments, and

Statistics between replicate results were satisfactory

6 In answer to Focus Group Question 2, pitot
tube adequacy for this application The pitot
tube 1s essential even though various
electromic velocity probes  would be more
elaborate I doubt that we would have any
significant change to the results by finer
profile measurements

The pitot tube method has two primary qualities
recommending 1t for this application

It 15 an EPA reference test method for determining air
velocity 1 ducts, and

It 1s sufficiently rugged for the field application (1¢e, 1t
will not be compromused by particle impacts or
contact with the ground

7 In answer to Focus Group Question 3,
regarding working section dimenstons for
developing desired wind conditions Whale
details [of the wind tunnel design —~ ed ] are
not discussed tn the reports, this 1s not a new
tunnel design, and [ believe that the design 1s
adequate The ratio of the test sectron length
to the roughness length 1s greater than 100 1,
which 1s a good indicator of boundary layer
development The main reason for assuring
boundary layer development and stability 1s to
characterize and control the shearing stress on

The prescribed burn wind tunnel 1s one of two
reference wind tunnels used by Midwest Research
Institute (MRI) to develop the emission factors for
industrial wind erosion presented in US EPA’s
Compilation of Awr Pollutant Emission Factors
(AP-42)

[NOTE The reviewer’s comment on the adequacy of
the wind tunnel test section to develop stable
boundary layer conditions speaks to a number of other
comments |

the surface The wind tunnel does that
adequately
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In answer to Focus Group Question 4,
regarding small-scale effects of surface cover
and roughness One limitation of this wind
tunnel design 1s the small working area of the
tunnel on exposed soil In order to
characterize differences mn surface cover and
surface roughness, the tunnel has to be moved
several times  and the tests rephicated That
gives satisfactory statistics between replicate
results

Adequate replicates were performed to ensure
representativeness and satisfy quality critena, as
expressed in response to prior comments

Continuing the answer to Question 4,
regarding small scale turbulence Turbulent
vanations on a small scale are abnormal 1n
this wind tunnel, however, 1nlet flow
conditioming  serves to remove the natural
large-scale turbulence and create small-scale
turbulence The result 1s that  flow
variations are high-frequency causing
particles on the surface to oscillate, something
that would not be as important in nature The
concept of so1l binding 1s that the release of
any particle  does not occur until the
aggregate containing the particle 1s stressed
by force imbalance Oscillations cause
different forces than direct sheanng stress
An abnormal surface particie behavior may
explam why dust concentrations as measured
by the tunnel effluent appear to this reviewer
to be very large, and gives cause for concern
that the tunnel method over estimates
emussion loss and erosion potenttal  In my
opimon, the larger values of PM-10, TSP, and
erosion potential reported may be construed
as upper bounds, and thus provide a factor of
conservatism to protect against unusual
mhalation exposure

Regardiess of the mechanism of mndividual so1l
particle liberation from the so1l matrix, the small-scale
turbulence created in the wind tunnel boundary layer
(1n heu of large-scale shearing forces) appears to fully
deplete the material available for erosion Given the
end use of the data, the potential excess in the
resultant eroston potential 1s acceptable to the working

group

10

In answer to Focus Group Question 5,
regarding surface roughness acting to retard
release of surface particles At the high speed
mn the wind tunnel 1t 1s likely that once a
particle 1s 1n motion 1t remains n motion untl
1t exiats the test section

Scourning of the internal surfaces of the wind tunnel at
peak wind speeds 1s well documented by MRI 1n these
and prior experiments, consistent with the reviewer’s
comment Experimenters have observed that particle
entrainment continues at least to the sampling pomnt
once a particle 1s liberated from the test surface

11

In answer to Focus Group Question 6,
regarding appropriateness of sampling peniod
The sampling penod is “appropriate” for this
particular protocol ~ The so1l matenal
measured at the tunnel exhaust 1s the
integration of all the observed peaks and the

The sampling pertod was appropriate because 1t
allowed essentially all available particulate matter to
be eroded at every wind speed step before increasing
the speed to the next level Wind speed steps of
approximately 2 m/s (5 mph), from zero to the
maximum wind speed attamable for the given surface

22
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data are summed over all previous wind speed
step changes

condition, continued until the full wind speed
potential of the tunnel was reached for each test plot
(NOTE dafferences 1n the roughness length of
individual test plots resulted n different observed
peak wind speeds between test runs ) Each step in
wind speed proceeded only after optical particle
counter data showed a return to baseline particle count
rates See Figure 3 of the controlled burn report

12 In answer to Focus Group Question 7,
regarding ability of wind tunnel to reproduce
actual meteorological conditions expected
duning high winds at Rocky Flats, and the
availability of validation data The wind
tunnel causes resuspension only by mcreased
shearing stress on the surface (measured by
friction velocity) Wind records at Rocky
Flats show that 95% of the time the winds are
less than 18 mph, and  the friction velocity
would be less than 50 cm/s  But the wind
tunnel results are expressed for 95-mph winds
and friction velocities of about 250 cm/s  So
at 95 mphthe  sheanng stress 1s 25 times
the 95™ percentile values observed at Rocky
Flats By extrapolation from the frequency
distribution of winds observed at Rocky Flats
I estimate that the likelihood of sustained
95-mph winds at Rocky Flats 1s just a few
hours each year We have indeed chosen an
extreme case

Any conservatism created though the use of the
approach 1s accepted by the experimenters, given the
application of the data toward RSAL development
Because limrted-reservoir soil erosion 1s a function of
wind speed peaks, rather than average wind speed (as
evidenced by the rapid decay in wind tunnel
particulate concentration following each step change
mn wind speed), and because of differences 1n
roughness length among test plots which limited peak
centerline wind speed, the normalization of wind
tunnel eroston potential to 95 mph 1s appropriate
despute 1ts conservative bias

13 In answer to Focus Group Question §,
regarding wind tunnel’s ability to realistically
and adequately account for vertical wind
velocity The average vertical velocity at the
ground surface 1s zero, both 1n the wind tunnel
and outside the tunnetl Only the vanations
(turbulence) 1n the vertical wind velocity are
important, and the “typical” (root-mean-
square) vertical variations are about the same
as the friction velocity 1t 1S my opion
that at high speeds the high frequency
turbulence would cause abnormal particle
behavior on the so1l surface, 1n that the
oscillations of the particles would cause an
over estimation of eroston potential

The reviewer’s assertion that high-turbulence
conditions created in the wind tunnel generate
conservative estimates of erosion potential relative to
“real world” conditions 18 consistent with the beliefs
of the experimenters

It 1s important to note that the vertical vector of wind
sheer 1s consistently orders of magmitude smaller than
the horizontal vector at Rocky Flats, based on
horizontal and vertical wind speed data, and therefore
has far less impact on soil erosion The rare
occurrence of a meteorological event with a
significant vertical component (e g , a dust devil)
would be short-lived and of limited horizontal extent,
and would therefore have very little impact on
annuahzed exposure estimates such as those produced
using RESRAD

14 In answer to Focus Group Question 9,
regarding adequacy of wind tunnel to

It 1s the smaller scale turbulence that projects wind
flow into direct contact with the erodible surface and
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represent the effects of rapid fluctuations mn
wind speed, wind direction and turbulence
The rapid fluctuations in wind speed are taken
mto account through the friction velocity mn
the wind tunnel The turbulence outside at
Rocky Flats may be large, but we think of 1t
as “gusts” that are large in scale (tens of
meters) as compared to the wind tunnel where
the turbulence 1s more like 0 01 meter in
scale  Ican accept this turbulence scale
difference because I believe that 1t leads to an
over estimate of suspended dust

contributes to particle entrainment, as described m
response to prior comments The well-developed
boundary layer created within the wind tunnel
generates significant small-scale shearing forces that
may tend to liberate erodible matenial 1n a more
effective manner than the natural erosive process

15 In answer to Focus Group Question 10, Pnor studies using the MRI reference wind tunnels,
regarding effectiveness of wind tunnel in such as those that resulted in the EPA-recommended
interacting with differently sized particles industrial wind erosion emission factors presented n
The particulates that are resuspended are Compilation of Awr Pollutant Emuission Factors
rarely pnimary particles That 1s, they are (AP-42), document the resuspension and capture of
clusters of many kinds and sizes of particles particle sizes on the order of 100 pm aerodynamic
called aggregates The resistance to wind diameter 1n the wind tunnel effluent Particles of such
erosion thus depends on the strength of the size play a role m liberating finer particles through
aggregate bonding  The wind tunnel physical interaction with the soil surface but have
provides sufficient shearing stress at the msigmficant direct impact on human exposure via the
surface to suspend particle aggregates in the mbalation pathway
size ranges far greater than the respirable-size
particles  Redeposition [1n the tunnel — ed ]
1s negligible

16 In answer to Focus Group Question 11, The effects of wind speed steps on coarse and fine
regarding the effectiveness of the wind tunnel | particle erosion are adequately quantified though the
at reproducing resuspension at different wind | wind tunnel protocol, as noted by the reviewer If the
speeds for different particle sizes The wind wind tunnel protocol had serious hmatations 1n
tunnel does control wind speed and can thus duplicating the effects of differing wind speeds on the
be used to estimate erosion potential as a erosion of differently-sized particles, though such
function of wind speed The wind tunnel effects are not 1n evidence, then the normalization of
provides a means of measuring the full range | data to 95 mph 10-m equivalent wind speed would
of wind speed effects on erosion potential mitigate any hmitations related to lower wind speed
These results are not subject to any limitation | effects
with respect to threshold debates So the data
are very useful for determining Radioactive
So1l Protection Levels regardless

17 In answer to Focus Group Question 12, The operating principle of the DustTRAK 1s based on
regarding appropnateness of particle sampling | 9071 light scattering Light scattering (deflection) by
protocol There remains one discrepancy that | local vanations n refractive index 1s caused by the
the authors have not satisfactorly explaned presence of particles whose size 1s comparable to the
That 1s, the Dust TRACK unit which was wavelength of the incident light The theoretical
calibrated with a standard dust (Arizona road | detection efficiency peaks at about 0 2-0 3 Om and
dust) did not agree with the mass sampling decreases 1n a physically predictable manner for larger
train The main function of the particle sizes
DustTRACK was to provide real time particle
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concentration data and this function was not
seriously comprormsed by the data
adjustments

The DustTRAK PM,, monitor was calitbrated agamst
the actual PM,, mass collected on the backup filter of
the wind tunnel effluent sampling train during a given
test run Calibration of the DustTRAK data against the
PM;;, filter mass eliminated the bias of the optical
particle counter against larger particles (1 € , particles
approaching 10 OUm aerodynamic diameter) This
calibration required an integration of the real-time
DustTRAK PM;, concentration profile (versus time)
and calculation of the average DustTRAK PM,,
concentration The average DustTRAK PM;,
concentration was then compared to the average

PM,, concentration calculated from the PM,, mass
collected on the backup filter below the cyclone Use
of the DustTRAK monitor provided a more
comprehensive analysis of surface erodibility than
wind tunnel effluent sampling alone This 1s
particularly appropriate for surfaces that do not have a
well-defined wind erosion threshold velocity

P

18 In answer to Focus Group Question 13, The subtraction of background concentration
regarding the treatment of deposition and elimmates the over-prediction that might be associated
resuspension 1n the wind tunnel It 1s a safe with ambient dust concentrations entering the wind
bet that deposition (or, redeposition) 1s not tunnel, however, the saltation impacts of ambient dust
occurring 1n the test section of the wind tunnel | on the soil surface may contribute to greater effluent
for reasons stated previously So particles are | dust concentrations than would be measured if natural
entering the sampling train that normally deposition mechanisms were not overshadowed by the
might be redeposited and held at a higher high winds generated within the tunnel Any lingering
bonding energy The wind tunnel results over-prediction 1s acceptable to the experimenters
would tend to over-predict erosion potential given the end use of the data

19 In answer to Focus Group Question 14, The post-wildfire wind tunnel studies clearly
regarding methods used to verify sampling demonstrated that activity-enrichment of resuspended
efficiency of the wind tunnel One of the best | dust from contaminated soils 1s not occurring The
methods of venfying one type of sampling post-wildfire study used Pu-239 as a radioactive
efficiency would be to used the wind tunnel tracer-of-opportunity and verified the effectiveness of
on radioactively-labeled so1l But of course the wind tunnel to collect erodible material from
that was done here, quite independently, undisturbed and disturbed surfaces with specific
during the investigations following the activities that were consistent with the activities
wildfire ~ There are other types of measured 1n the erodible layer of the underlying
verifications that could be done, but there 1s surface soils
no mndication that the tunnel 1s
underestimating suspended mass because of
some mefficiency problem In face, 1t 1s my
opiion that the wind tunnel overestimates the
erosion potential, see question 8

20 In answer to Focus Group Question 15, Haines, et al , demonstrated mn Correlating Plutonium
regarding activity related intake by humans Activity in Fugitive Dust to Plutonium Concentration
For all practical purposes the enhancement 1n Surface Souls at Rocky Flats, Colorado (2001) that
factor argument can be neglected at Rocky actimde contamination 1n surface soils will be
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Flats as this data indicates [“data” are resuspended by wind at a specific activity not

wildfire study data — ed ] exceeding the specific activity in the soil reservorr
That 1s, actimde concentration 1n dust eroded from the
contamnation area east of 903 Pad 1s 1 1 or less
compared to the actinide concentration n the soil
reservoir No enrichment of actinide concentration
through wind erosion was observed (in fact, dilution
was observed 1n the PM,; particle size range, probably
due to preceding deposition of diluting matenals onto
the contaminated soil surfaces)

21 In answer to Focus Group Question 16, As stated throughout this response, study results that
regarding representattveness of increased air | provide conservative mputs into RESRAD and the
concentration determined by wind tunnel Itis | nisk assessment to produce reasonably conservative
the opinion of this reviewer that the results are | RSALs are acceptable to the working group In the
likely to be an overestimate of suspended dust | field studies performed, 1t 1s not reasonably possible to
and erosion potential compared to the worst eliminate this bias
that would ever be observed 1n nature
Additional analysis of the data may be
helpful, however

22 Response to “Evaluate 1f the wind tunnel The relative agreement of the Site-specific Rocky
results are being properly used 1n developing | Flats resuspension factor to indep